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Zusammenfassung

Für einen beliebigen ungerichteten Graph G ist die k-Disk eines Knotens u als der
gewurzelte Subgraph definiert, der von einer bei u gestarteten Breitensuche der Tiefe
k induziert wird. N. Alon hat gezeigt, dass für jedes ε > 0 und jeden durch d im
Grad beschränkten Graph G ein Graph H mit einer von G unabhängigen Größe
existiert, dessen Verteilung von k-Disks sich in der `1-Norm höchstens um ε von der
Verteilung der k-Disks in G unterscheidet. In dieser Arbeit wird eine explizite obere
Schranke in O(d3k+227.5dk/ε4) für |H| für den Fall gezeigt, dass G planar ist, und
dieses Ergebnis auf hyperfinite Graphen verallgemeinert. Darüber hinaus werden
weiterführende Resultate über k-Disks und k-Disk-Verteilungen vorgestellt.

Abstract

Given an undirected graph G, the k-disk of a node u is the rooted subgraph that
is induced by a breadth-first search of maximum depth k that is started at u. It
has been proved by N. Alon that, for every ε > 0 and every degree-bounded graph
G, there exists a graph H whose size is independent of the size of G such that the
`1 distance between the distributions of k-disks in G and H differs only by ε. In
this thesis, we give an explicit upper bound of order O(d3k+227.5dk/ε4) on the size
of H if G is a planar graph with degree bounded by d. Furthermore, we generalize
this result to hyperfinite graphs and provide some secondary results on k-disks and
k-disk distributions.
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1. Introduction

Obtaining useful information about large datasets is one of the challenging tasks
in recent applications of computer science. Many of the datasets that appear in
practice can be thought of as graphs. Typical examples of such data are relations
in social networks, recordings of browsing behavior on websites and the webgraph.
These datasets often are too large to be processed by polynomial- or even linear-time
algorithms, thus sublinear algorithms are desirable in these cases. The framework of
property testing provides a way to relax traditional decision problems. Often, these
relaxed problems can be solved in sublinear time.
In property testing, one has to decide whether a given input (e.g., an image of

a leaf) has a property (e.g., is red) or is far away from having it (e.g., not red nor
orange) by only looking at a small, randomly chosen portion of it (e.g., 100 pixels)
such that the answer is correct with constant probability. More technically, an input
is said to be ε-far from a property if one has to change more than an ε-fraction of
its representation to obtain an object that has the property. Otherwise the input is
ε-close to the property. Therefore, the representation model of an object is closely
related to what can be tested with a limited amount of effort.
Many results that have been obtained so far hold for the dense graph model

by Goldreich et al. [27]. In this model, a property testing algorithm can query
whether two nodes u and v are adjacent. Property testing in (undirected) dense
graphs has been studied quite successfully. For example, Alon et al. [7] have given a
combinatorial characterization of the properties that can be tested by a sequence of
queries whose length depends on the proximity parameter ε only.

Another major model in graph property testing is the bounded degree graph model
by Goldreich and Ron [24], where every node has at most d neighbors. The number
of edges in a degree-bounded graph on n nodes is at most dn/2 = O(n), which is
significantly smaller than the maximum O(n2) for arbitrary graphs (without multiple
edges), and therefore such graphs are called sparse. Consequently, a degree-bounded
graph is ε-far from a property if at least εdn edges have to be changed to obtain a
graph that has the property. A property testing algorithm for degree-bounded graphs
is given the size of the input graph and its maximum node degree d. It can access the
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1. Introduction

graph by querying an oracle for the j-th neighbor of the i-th node. This way the testing
algorithm is restricted to choosing a small number of nodes and their neighborhoods
for exploration. Typical graph property tests ask for bipartiteness, connectivity, k-
colorability or triangle-freeness of a graph. A popular tool to explore the input graph
are random walks starting at the sampled nodes (e.g., for testing bipartiteness [25] or
expansion [16, 26]). Another frequently used technique is to examine the neighborhood
of every sampled node down to a certain depth (e.g., for testing connectivity or
cycle-freeness [24]). This can be done by performing a breadth-first search of depth
k at a sampled node and considering the subgraph induced by the discovered nodes.

2-disk of the red node
(dashed circle). Orange
nodes and solid edges belong
to the k-disk.

This subgraph, which is rooted at the start node r and is induced by all
nodes with a distance of at most k to r, is called the k-disk of r.

The k-disks of all nodes of a graph G can be used to construct a feature
vector for G that characterizes its local structure. Each entry in the vector
corresponds to a maximal set of isomorphic k-disks, and its value is the
number of occurrences in the graph, i.e., the number of nodes with a k-disk
of this isomorphism type. We call this vector the k-disk vector of the
graph. Since the node degree is bounded by a constant d, the number of
isomorphism classes of k-disks is finite, and therefore the dimension of the
vector is finite, too. If all entries of a k-disk vector are divided by the size
of the graph, we call it a normalized k-disk vector .
Lovász raised the following question regarding a degree-bounded graph

G of arbitrary size and its normalized k-disk vector [cf. 33, Question 7]:

Given a degree-bounded graph G of size n, is there a graph H of
constant size whose normalized k-disk vector is similar to that of G?

The similarity of two vectors is measured by their `1 distance here, and the size of
H is constant in terms of being independent of the size of G (see Theorem 3.1 on
page 28 for the formal statement). As a matter of fact, Alon has proved the existence
of such a small graph H for every degree-bounded graph G (cf. proof recited by
Lovász [42, Proposition 19.10] and Theorem 3.1). Unfortunately, there does not
follow any effective bound on the size of H.

In this thesis, we prove the following explicit upper bound on the size of H if G is
planar (see Corollary 3.4 on page 30 for the precise statement):

Theorem. Let G be a planar graph with degree bounded by d, let k ≥ 0 be an integer
and ε > 0. There exists a planar graph H of size at most 106 · d3k+227.5dk/ε4 such
that the `1 distance between the normalized k-disk vectors of G and H is at most ε.
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1.1. Example

The family of planar graphs is a subclass of the class of hyperfinite graphs, i.e.,
graphs that can be split into connected components of constant size by removing a
constant fraction of edges only. Actually, we obtain a bound for arbitrary families of
hyperfinite graphs and use it to derive explicit bounds on the size of H if G is a forest
or a planar graph or does not contain a fixed minor, respectively (see Theorem 3.2
on page 29 and Corollaries 3.3 to 3.5 for the precise statements).
In the remainder of this chapter, we present some modest examples as a gentle

introduction to the formal problem. Besides, we give an overview of previous work
related to the definitions and tools that come into play when proving explicit bounds
for hyperfinite graphs later. We end this chapter with some abbreviations and
notation.
In Chapter 2, the definitions that are necessary to formally state the results and

their proofs are introduced. The main results are formally introduced and proved
in Chapter 3. Since k-disks describe the local structure of a graph, one can encode
a graph as its k-disks vector plus some edge operations as global fill-in graph. We
give a lower bound on k when a planar graph is encoded this way. In Chapter 4, we
prove some results related to the feasibility of k-disk vectors and the relation between
expander graphs and their k-disk vectors. Furthermore, we present an empirical
study of the k-disks of real world networks. Note that the index at the end of this
thesis provides quick access to the definitions of terms and symbols.

1.1. Example

Before we give two simple examples of families of arbitrarily large graphs where a
small graph with similar normalized k-disk vector can be constructed easily, let us
consider a single graph G first. If we know the k-disk vector of G, we know the
structure of each node’s neighborhood in G. It is tempting to conjecture that we can
stick these neighborhoods together to recover G. However, without more information
there is no way to ensure that we retrieve G. There may exist many non-isomorphic
graphs of equal size that share the same k-disk vector. Consider, for example, the
graph in Fig. 1.1 on page 9: If we swap the orange and the red (dashed border)
subgraph, the k-disk vector of the graph does not change because all (sub-)paths
of length k look the same and prevent two knots from being in the same k-disk.
However, this graph is not isomorphic to the original graph.
On the positive side, there exists a connection between the k-disk vectors of two

hyperfinite graphs and their global structure as shown by Newman and Sohler [44].
Roughly speaking, their result states that for two sufficiently large, ϕ(µ)-hyperfinite
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1. Introduction

graphs (see Definition 2.12 on page 19) G1, G2 and ε > 0 there exist k := k(ε, d, ϕ(·))
and δ := δ(ε, d, ϕ(·)) such that G1 and G2 are ε-close if the `1 distance of their
normalized k-disk vectors differs by at most δ.

In Chapter 3 we present a construction that yields, for every degree-bounded,
planar graph G of arbitrary size and fixed ε > 0, a planar graph H of constant
size whose `1 distance to the input graph’s normalized k-disk vector is only ε. This
allows us to estimate the size of H. In the following, we illuminate the basic idea
by examples. We consider two basic families of planar graphs and construct a small
graph H with a similar normalized k-disk vector for each of them in the following.
Although both families contain a graph G of size at least n for every n ∈ N, the
small graph H is always the same (within the family), and its size depends on the
proximity parameter ε only, i.e., the desired maximum `1 distance of the normalized
k-disk vectors of H and any G from the family.

First Example: Cycle Graphs

Let G be an n-node graph that consists of one cycle and let k = 2. For the sake
of simplicity, assume that n > 5. In this case, all nodes of G share the same type
of k-disk, which is not the whole graph (see Fig. 1.2). We cut a path P ` of small
length `, say 4 < ` � n for now, out of G as a candidate for the small graph H

(i.e., H is a chain of `+ 1 nodes). There are only six isomorphism types of 2-disks
that can be centered at nodes of P `: they are shown in Fig. 1.3. We assume that a
2-disk vector indicates the number of 2-disks isomorphic to type (a), (b), (c), (d), (e)
and (f) in this order (see Fig. 1.3). All other types of k-disks are omitted as they
can never show up in this example anyway. Then, the 2-disk vector of P ` equals
dist2(P `) = (0, 0, 2, 0, 2, `−3)T , while the 2-disk vector of the original graph G equals
dist2(G) = (0, 0, 0, 0, 0, n)T . The `1 distance of the normalized 2-disk vectors of G
and P ` depends on `:

||freq2(G)− freq2(P `) ||1

=
∣∣∣∣∣∣∣∣(0, 0, 0, 0, 0, 1

)T
−
(
0, 0, 2

`+ 1 , 0,
2

`+ 1 , 0,
`− 3
`+ 1

)T ∣∣∣∣∣∣∣∣
1

= 2 + 2 + 4
`+ 1 = 8

`+ 1 .

In other words, we can guarantee that ||freq2(G) − freq2(H) ||1 ≤ ε by choosing
H := P `, where ` := d8/ε− 1e ≤ 8/ε = O(1/ε).

8



1.1. Example

k k

Figure 1.1.: The graph above and the graph where the orange and the red (dashed
border) subgraph are swapped have the same k-disk vector but are not
isomorphic.

(a) (b) (c)

Figure 1.2.: 5-, 6- and n-node cycle graphs. A 2-disk rooted at the red node (dashed
circle) is shown for each graph. Colored nodes and solid edges belong to
the k-disk, white nodes and dashed edges belong to the graph only. The
normalized 2-disk vectors of (b) and (c) are equal. All 2-disks of (a) are
cycles itself and differ from the 2-disks of (b) and (c), which are simple
paths of length 4.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 1.3.: All six 2-disk isomorphism types that can be centered at the nodes of a
path. The roots are colored red (dashed circles).
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1. Introduction

Remark We note that in this example, one can actually obtain an optimal graph
by constructing a cycle of length six. However, as this graph is not a subgraph of
the original graph, it does not resemble the idea of the main result’s proof in Chapter 3.

If all nodes of a graph have degree at most two, the graph contains paths and cycles
only. One can extend this example to these graphs and arbitrary k by combining
paths and cycles of length at most k and (possibly multiple copies of) a suitably
longer path. We proceed to the next example instead and deal with this scenario
later as a special case of graphs where all nodes have degree at most three.

Although cycle graphs are not trees, they are very treelike. In fact, every cycle
graph of arbitrary size has treewidth∗ two. The treewidth of planar graphs is, however,
unbounded in general. Hence, the family of planar graphs we consider in the next
example has unbounded treewidth.

Second Example: Grid Graphs

An n×n grid graph is a graph G = (V ,E) with node set V = {(i, j) | i, j ∈ {1, . . . , n}
where each node (i, j) ∈ V is adjacent to {(i− 1, j), (i+ 1, j), (i, j− 1), (i, j+ 1)}∩V .
It has treewidth n [cf. 9], and therefore the maximum treewidth of a graph from the
family of all n× n grids is unbounded.

Let G be an n×n grid graph where n ≥ 2, and let k = 1. There are three possible
1-disks that can be centered at a node of an n× n grid graph (see Fig. 1.4): a root
node with two, three or four adjacent nodes, respectively. In particular, all four
nodes in the corners have two neighbors, all 4n− 8 other nodes on the border have
three neighbors, and all (n− 2)2 inner nodes have four neighbors. We assume that a
1-disk vector indicates the number of 1-disks in the order of their size. Then, the
1-disk vector of an n× n grid graph equals

(
4, 4n− 8, (n− 2)2

)T
. We cut an `× `

grid graph G`, say 2 ≤ `� n for now, out of G and compare its normalized 1-disk

∗Definition [28, 46]: A tree composition of a graph G = (V ,E) is a tree T = (X,Y ) whose
nodes X1, . . . , Xm are subsets of V and that satisfies the following conditions: a)

⋃
i
Xi = V

b) ∀(u, v) ∈ E : ∃i : {u, v} ⊆ Xi c) ∀i, j, k : Xk is on the path from Xi to Xj ⇒ Xi ∩Xj ⊆ Xk.
The width of a tree decomposition is the size of its largest node(s) minus one, i.e., maxi |Xi| − 1.
The treewidth of a graph G is the minimum width among all tree decompositions of G. Trees
have treewidth one (or zero if they contain no edge). All other graphs have a larger treewidth.
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1.1. Example

vector to that of G:

||freq1(G)− freq1(G`) ||1

=

∣∣∣∣∣∣
∣∣∣∣∣∣
(

4
n2 ,

4n− 8
n2 ,

(n− 2)2

n2

)T
−
(

4
`2
,
4`− 8
`2

,
(`− 2)2

`2

)T ∣∣∣∣∣∣
∣∣∣∣∣∣
1

≤
∣∣∣∣ 4
n2 −

4
`2

∣∣∣∣+
[ ∣∣∣∣ 4n − 4

`

∣∣∣∣+ ∣∣∣∣ 8
n2 −

8
`2

∣∣∣∣
]

+
[ ∣∣∣∣∣n2

n2 −
`2

`2

∣∣∣∣∣+
∣∣∣∣4` − 4

n

∣∣∣∣+ ∣∣∣∣ 4
n2 −

4
`2

∣∣∣∣
]

≤
∣∣∣∣ 4
`2

∣∣∣∣+ ∣∣∣∣4`
∣∣∣∣+ ∣∣∣∣ 8

`2

∣∣∣∣+ |0|+ ∣∣∣∣4`
∣∣∣∣+ ∣∣∣∣ 4

`2

∣∣∣∣ ≤ 16
`2

+ 8
`
≤ 16

`

We can guarantee that ||freqk(G) − freqk(H) ||1 ≤ ε by choosing H := G`, where
` :=

⌈
16
ε

⌉
≤ 16

ε + 1 = O(1/ε).

Figure 1.4.: A 6×6 grid graph and its three 1-disk isomorphism types. Colored nodes
and solid edges belong to the 1-disks. White nodes and dashed edges
belong to the graph only. The k-disks’ roots are colored red (dashed
circles).

The preceding two examples illustrate the basic idea of constructing a small graph
H with similar k-disk vector from a hyperfinite graph G: A small component H
of the original graph G captured enough of its characteristics to function as an
approximation to the k-disk vector of G. In particular, the graph H was some kind
of a small-scale version of G. Therefore, the normalized k-disk vectors of G and H
were very similar. However, not every hyperfinite graph contains a single connected
component likeH. In Chapter 3 we will generalize the concept by combining (possibly)
more than one component to construct H for any degree-bounded, hyperfinite graph.
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1. Introduction

1.2. Related Work

For dense graphs, the regularity lemma by Szemerédi [48] is a powerful tool to get a
small characterization of an arbitrary graph. It states that the nodes of any graph G
can be partitioned into a constant number of sets of (nearly) equal size such that
the edges between all but a few pairs of these sets behave quasirandomly. The inner
structure of a partition set is negligible for many purposes if G is dense, and therefore
examining (the densities of) the edges between the partitions is enough to, e.g., test
certain properties of G. There exist several alternate formulations as well as strong
and weak versions of the regularity lemma, which can be chosen to trade the lemma’s
practicality for a stronger conclusion and vice versa. The proposition on page 6 that
was proved by Alon can be seen as an analogue for sparse graphs to a weak version
of the regularity lemma for dense graphs, which was derived by Lovász [41, Lemma
5.3] from a result by Frieze and Kannan [22]. It was also put up as a finite version of
the Aldous-Lyons conjecture from the theory of graph limits [1] by Lovász.

In this thesis, we focus on hyperfinite graphs, which were introduced by Elek [19].
It was shown by Newman and Sohler [44] that two degree-bounded hyperfinite graphs
of equal size can be transfered into each other by only changing a constant fraction
of their edges if their normalized k-disk vectors are similar. Their result also yields a
property tester that decides whether two hyperfinite graphs are isomorphic or far
from being isomorphic. It is a generalization of a result by Benjamini et al. [8], who
proved that every minor-closed property (i.e., if G has the property, then so does
every minor of G) is testable. Another way of dealing with sparse graphs, which was
proposed by Elek and Lippner [20], is to partition them into highly homogeneous parts.
Roughly speaking, for every part P in this partitioning, the normalized k-disk vector
of a subgraph S is similar to the part’s k-disk vector if S is induced by sufficiently
many nodes and the cut between S and P \S is small.

As mentioned before, there exist local views of sparse graphs other than the k-disk
approach. Huang et al. [32] studied the 3-local profiles of arbitrary graphs, i.e., the
probability vector for the events that three randomly chosen nodes span (0, 1, 2, 3)
edges. Given an arbitrary graph, one can identify the isomorphism type of every
subgraph induced by exactly m nodes and count their frequencies in a vector similar
to a k-disk vector. Ugander et al. [50] gave constraints for the set of all feasible
frequency vectors and investigated their occurrence in social network graphs. One
might expect that some of these subgraphs are characteristic of graphs from certain
applications and appear more often than others. These subgraphs are called motifs
and were studied by Milo et al. [43] in various types of real world instances.
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1.3. Abbreviations and Notation

1.3. Abbreviations and Notation

From now on, we silently assume that all variables named d, k, n or N are restricted
to integer values. All other variables may attain real values if not specified otherwise.
Bachmann-Landau notation – or simply asymptotic notation – is often used to

describe the limiting behavior of a function. The notation we will use for asymptotic
upper bounds on a function g(x) as x tends to infinity is given by the following
definition.

Definition 1.1 (Big-O notation). Let f, g : RN → R be two functions. Then,
g(~x) ∈ O(f(~x)) iff there exist c > 0 and x ∈ R such that for every x1, . . . , xd ≥ x it
holds that g(x1, . . . , xd) ≤ cf(x1, . . . , xd). �

We note that, if more than one variable is involved, i.e., N > 1, some properties
known from asymptotic calculus for functions on one variable do not hold. Especially,
one should not add, multiply or otherwise join asymptotic expressions with multiple
variables in further calculations. Therefore, we avoid asymptotic calculus in this
thesis and derive asymptotic bounds only as an end result. See [31] for more details
and other possible definitions of asymptotic notation with multiple variables.

Definition 1.2 (Little-o notation). Let f, g : R → R be two functions. Then,
g(x) ∈ o(f(x)) iff limx→∞ |g(x)/f(x)| = 0. �

For any binary relation ∼ on X and two sets A,B ⊆ X, A ∼ B is defined as
a ∼ b for every a ∈ A and b ∈ B. Given two sets X, Y and a function f : X → Y ,
we define f(X ′) := {f(x) | x ∈ X ′} for every subset X ′ ⊆ X and f((x1, . . . , x`)) =
(f(x1), . . . , f(x`)) for every x ∈ X`. Instead of writing {1, 2, . . . , n}, we use [n] as an
abbreviation. The `p norm of a vector ~x is denoted by ||~x||p := p

√∑
i |xi|p for p ≥ 1.

It induces the `p distance ||~x− ~y||p := p
√∑

i |xi − yi|p of two vectors ~x and ~y.
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2. Preliminaries

This chapter covers all definitions and notation that are needed to state the problem
and the results later. Some of them have already been used in the previous chapter
and are now introduced formally.

2.1. Graph Theory and Carathéodory’s Theorem

In this section, we recall basic definitions from graph theory and introduce k-disks,
the family of hyperfinite graphs, which are required to state the formal problem and
to prove the main results, and Carathéodory’s Theorem, the proof’s main technical
tool.

2.1.1. Basic Definitions

Definition 2.1 (Graph). A tuple G := (V ,E) where V is a set of nodes (or vertices)
and E ⊆ {{u, v} | u, v ∈ V ∧ u 6= v} is a set of edges is called an (undirected)
graph without loops and multiple edges. We denote the vertices of an arbitrary
graph G′ by V (G′) and the edges by E(G′). �

Let G = (V ,E) be a graph. The size of G is |G| := |V (G)|, i.e., the number of its
nodes. Two nodes u, v ∈ V are adjacent iff {u, v} ∈ E. The adjacency matrix
of a graph G = (V ,E), V = {v1, . . . , vn}, is an n× n matrix where the entry (i, j)
equals one iff {vi, vj} ∈ E and it equals zero otherwise. The neighboorhood of a
node u is the set of adjacent nodes Γ(u) := {v | {u, v} ∈ E}. An edge {u, v} ∈ E
and a node w ∈ V are incident iff w ∈ {u, v}. The degree of a node is the number
of edges that are incident to it. We say that a graph is d-bounded iff its maximum
node degree is bounded by d. It is d-regular iff all nodes have degree of exactly d.

The boundary ∂S of a subset of nodes S ⊆ V is the set of edges with exactly one
node in S, i.e., ∂S := E ∩ {{u, v} | u ∈ S ∧ v ∈ V \S}. A cut is a set of edges that
partitions the nodes of a graph into two sets. A tuple (G, r) where G is a graph and
r ∈ V (G) is called rooted graph with root r.
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2.1. Graph Theory and Carathéodory’s Theorem

Two graphs G = (V 1, E1) and H = (V 2, E2) are isomorphic, written as G ∼= H,
iff |V 1| = |V 2| and there exists a bijection f : V 1 → V 2 such that {v, w} ∈ E1 ⇔
{f(v), f(w)} ∈ E2.

It is common to denote the number of nodes by n and the number of edges by m.
Undirected edges are often written as (u, v) instead of {u, v}. To simplify notation, we
occasionally write u ∈ G instead of u ∈ V (G) and (u, v) ∈ G instead of (u, v) ∈ E(G).
Given two graphs G = (V ,E) and G′ = (V ′, E′), we write G′ ⊆ G to state that G′ is
a subgraph of G, i.e., V ′ ⊆ V and E′ ⊆ E. In the following, we assume that the set
of nodes is finite unless stated otherwise.

Taking only a subset V ′ of nodes and the edges between them into account, one
obtains the subgraph induced by V ′.

Definition 2.2 (Induced subgraph). Given a graph G = (V ,E) and a subset
V ′ ⊆ V , the subgraph G[V ′] induced by V ′ is defined as

G[V ′] := (V ′, E′)

E′ := {(u, v) | u, v ∈ V ′ ∧ (u, v) ∈ E} . �

Multiple graphs can be joined in a copy-and-paste manner.

Definition 2.3 (Joined graphs). Let G1 = (V 1, E1), . . . , G` = (V `, E`) be graphs
where V i = {vi,1, . . . , vi,|Vi|}. The graph join(G1, . . . , G`) obtained by joining
G1, . . . , G` is defined as

join(G1, . . . , G`) :=
(⋃̀
i=1

f(V i),
⋃̀
i=1

f(Ei)
)

f(vi,j) := up where p :=
i−1∑
q=1
|Vq|+ j . �

In particular, it is possible to join multiple copies of the same graph and obtain a
graph that contains the original graph multiple times (as distinct induced subgraphs).

A path of length ` is an alternating sequence of nodes and edges u1, (u1, u2),
u2, . . . ,(u`−1, u`), u` where ui ∈ V and (ui, ui+1) ∈ E. It is sufficient to state the
nodes or the edges only to define a path. The length of the shortest path between
two nodes u and v is denoted by dG(u, v) – or d(u, v) for short. A graph is connected
iff there exists a path between each pair of nodes. A connected component of a
graph is a connected induced subgraph that cannot be enlarged by adding nodes to
the inducing subset V ′ while staying connected.
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A path of length at least three that starts and ends at the same node and visits
each node in between only once is called cycle. The girth of a graph is the length
of a shortest cycle and is denoted by girth(G). Paths without cycles are simple.
The complete graph, or clique, on t nodes, i.e., (V ,E) where |V | = t and

E = V × V \ {(u, u) | u ∈ V }, is denoted by Kt. Similarly, the complete bipartite
graph on s + t nodes, i.e., (V 1 ∪ V 2, E) where |V 1| = s, |V 2| = t and E =
V 1 × V 2 \ {(u, u) | u ∈ V 1 ∪ V 2}, is denoted by Ks,t.

2.1.2. k-Disks and k-Disk Vectors

Starting from an arbitrary node u0 of a graph G, one can examine its local surround-
ings by looking at the subgraph induced by all nodes near to u0. If near nodes are
defined as those that can be reached from u0 by a path of length at most k, the
subgraph induced by u and these near nodes is called k-disk. To put it another way,
the k-disk of a node u0 is the subgraph induced by all nodes that are discovered by
a breadth-first search of depth k starting at u0. See Fig. 2.1 for an example of a
2-disk.

Definition 2.4 (k-disk). Given a graph G = (V ,E), a node u0 ∈ V and a non-
negative integer k, the k-disk centered at u0 is a rooted subgraph G[V ′] with root
u0 and is denoted by diskk(G, u0). The set V ′ consists of all nodes u` with distance
between u0 and u` at most k.

diskk(G, u0) := (G[V ′], u0).

V ′ := {u | u ∈ V ∧ dG(u0, u) ≤ k} .

Two k-disks D1 := ((V 1, E1), u1) and D2 := ((V 2, E2), u2) are isomorphic iff there
exists a bijection f : V 1 → V 2 such that (V 1, E1) and (V 2, E2) are isomorphic and f
maps the root of D1 to the root of D2, i.e.,

(v, w) ∈ E1 ⇔ (f(v), f(w)) ∈ E2

f(u1) = u2 .

We write D1 ∼= D2 to state that D1 and D2 are isomorphic. For each k-disk D,
its isomorphism type is defined as the equivalence class that is induced by the
isomorphism relation, i.e., [D]∼= = {D′ | D ∼= D′}. Given a family F of graphs, we
denote the set of representatives of all equivalence classes of k-disks that appear in
at least one d-bounded graph from F by RF (d, k). �
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2.1. Graph Theory and Carathéodory’s Theorem

Figure 2.1.: A 2-disk rooted at the red node (dashed circle) of the shown graph.
Colored nodes and solid edges belong to the 2-disk, white nodes and
dashed edges belong only to the rest of the graph.

For every non-negative integer k and every integer d, the number of isomorphism
types of k-disks with maximum node degree d is finite. Given a d-bounded graph G,
one can determine the type of k-disk for every node of G and count the number of
occurrences of each type using a check sheet. This check sheet can be formalized as
the k-disk vector of G.

Definition 2.5 (k-disk vector). Let F be a family of graphs and let N :=
NF(d, k) := |RF(d, k)|, i.e., the number of isomorphism types T1, . . . , T|RF (d,k)| of
the set of k-disks that appear in at least one d-bounded graph from F . Given a
graph G ∈ F and a non-negative integer k, a k-disk vector of G is a vector indexed
by T1, . . . , TN in an arbitrary but fixed order. The (unnormalized) k-disk vector
distk(G) counts, for each isomorphism type Ti, the number of k-disks of G that are
isomorphic to Ti.

distk(G) :=


∑
u∈V IG(u, T1)

...∑
u∈V IG(u, TN )


IG(u, Ti) :=

1 if diskk(G, u) ∼= Ti
0 otherwise .

17
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The normalized k-disk vector freqk(G) counts, for each isomorphism type T , the
fraction of k-disks of G that are isomorphic to T .

freqk(G) := distk(G)
||distk(G) ||1

.

We write freqk(G, T ) to denote the entry of freqk(G) that corresponds to the fraction
of k-disks that are isomorphic to T . �

Since every node in a graph maps to exactly one k-disk, the number of nodes in
a graph G equals the `1 norm of its k-disk vector, i.e., |V (G)| = ||distk(G) ||1. The
dimension of the space spanned by all normalized k-disk vectors is at most N − 1
because for every normalized k-disk vector (x1, . . . , xN )T it holds that x1 + . . . +
xN−1 − 1 = −xN .
Definition 2.6. Let F be a family of graphs and let d, k be non-negative integers.
Denote the set F restricted to d-bounded graphs by Fd. Then, M(ε) := MF (ε, d, k)
denotes the minimum size such that, for every graph G ∈ Fd, there exists a graph
H ∈ Fd of size at mostMF (ε, d, k) such that its normalized k-disk vector’s `1 distance
to the normalized k-disk vector of G is at most ε.

M(ε) := MF (ε, d, k) := max
G∈Fd

min
{
|H|

∣∣∣ H ∈ Fd ∧ ||freqk(G)−freqk(H) ||1 ≤ ε
}
. �

We recall from Chapter 1 that Alon has proved that MF(ε, d, k) is well-defined
and finite for the family of all graphs and every choice of ε > 0 and d, k ≥ 0 (cf.
Theorem 3.1 on page 28).

2.1.3. Forests, Planar and Minor-Free Graphs

Forests are graphs that contain no cycles. Trees are connected forests.

Definition 2.7 (Trees and Forests). Let T be a connected graph that contains
no cycle. Then, T is a tree. A tree T = (V ,E) can be represented as a recursive
structure by rooting it at one of its nodes u ∈ V (T ).

T (u) := T V (u) := (u, {T V \{u}(v) | (u, v) ∈ E(T ) ∧ v ∈ V }) .

We call u the root of T (u). Let T 1, . . . , T ` be trees. Then, join(T 1, . . . , T`) is a
forest. �

The family of graphs that can be embedded in the plane without crossing edges is
called planar graphs.
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2.1. Graph Theory and Carathéodory’s Theorem

Definition 2.8 (Planar Graph). A graph G = (V ,E) is planar iff there exists
an injective function f : V → R2 and for every edge e = (u, v) ∈ E there exists a
continuous function ge : [0, 1]→ R2 such that it holds that

ge(0) = f(u) and ge(1) = f(v) ∀ e = (u, v) ∈ E
ge(x) 6= gf (y) ∀ e, f ∈ E, e 6= f, x, y ∈ (0, 1) . �

Given a graph G, melting to adjacent nodes u and v together is called an edge
contraction.

Definition 2.9 (Edge contraction). Let G = (V ,E) be a graph and (u, v) ∈ E
be an edge. Let f : V → V \ {u, v} ∪ {w} be a function that maps u and v to w and
all other nodes to themselves. Contracting the edge (u, v) results in the graph G′ =
(V ′, E′) where V ′ := {f(x) | x ∈ V } and E′ := {(f(x), f(y)) | (x, y) ∈ E \ (u, v)}. �

Informally, a graph G contains another graph M as a minor iff the nodes of M
can be mapped to nodes of G such that all existing paths in M are preserved.

Definition 2.10 (Minor). Let G and M be graphs. The graph G contains M
as a minor iff one can obtain a graph G′ ∼= M from G by contracting edges and
deleting nodes and edges of G. Conversely, G is M -free iff it does not contain M as
a minor. �

Forests are cycle-free, i.e., K3-free. Kuratowski [36] has proved that planar graphs
are K5-free and K3,3-free.

Theorem 2.11 (Kuratowski’s Theorem [36]). A graph G is planar iff it contains
neither K5 nor K3,3 as a minor.

2.1.4. Hyperfinite Graphs

Hyperfinite graphs were first introduced by Elek [19]. Informally, a graph is called
hyperfinite iff one can remove a small constant fraction of all of its edges in such a
way that the graph falls apart into connected components of constant size.

Definition 2.12 (Hyperfinite graph [19, 29]). Let G = (V ,E) be a graph and
let µ > 0. Then G is called (µ, ϕ)-hyperfinite iff one can remove µ · |V | edges from G

and obtain a graph whose connected components have size at most ϕ. For a function
ϕ : R+ → R+, a family of graphs is called ϕ(µ)-hyperfinite iff, for every µ > 0, every
graph in the family is (µ, ϕ(µ))-hyperfinite. �

Some major families of degree-bounded graphs are known to be hyperfinite. A
basic family of graphs that satisfies Definition 2.12 is the family of forests.
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Theorem 2.13 (Forests are hyperfinite [cf. 40]). Let G = (V ,E) be a forest of
size n with maximum node degree d. Then, G is ϕ(µ)-hyperfinite, where ϕ(µ) = 3d/µ.

Another family that is also known to be hyperfinite is the family of planar graphs.

Theorem 2.14 (Planar graphs are hyperfinite [cf. 40]). Let G = (V ,E) be a
planar graph of size n with maximum node degree d. Then, G is ϕ(µ)-hyperfinite,
where ϕ(µ) = γ2[(3 +

√
6)d/µ]2 and γ ≤ 2

√
2.

Given a graph M , one can define the set of all graphs that do not contain M as a
minor. It is known that, for every fixed minor M , this family is hyperfinite, too.

Theorem 2.15 (Minor-free graphs are hyperfinite [cf. 6, 35]). Let G = (V ,E)
be a graph of size n with maximum node degree d that contains no Kt-minor. Then,
there exists λ ∈ R such that G is ϕ(µ)-hyperfinite, where ϕ(µ) ≤ γ2[(3 +

√
6)d/µ]2

and γ = min(λt, t3/2).

Theorems 2.13 and 2.14 can be deduced from Theorem 2 in [40]. Proposition 4.1
in [6] yields a generalization of this result to all minor-free graphs. A derivation
of this generalized result is, e.g., conducted in the proof of Corollary 2 in [37]. In
Section 2.2, we give proofs for Theorems 2.13 to 2.15 directly using separator theorems
for trees [15], planar graphs [39] and minor-free graphs [5, 35] to obtain estimates of
ϕ(µ) without hidden constants.

2.1.5. Carathéodory’s Theorem

The convex hull of a set of points P is the minimal convex set that contains P .

Definition 2.16 (Convex hull). Let P := {~p1, . . . , ~p`} ⊂ RN be a finite set of
points. The convex hull of P is defined as

conv(P ) :=
{∑̀
i=1

ai~pi

∣∣∣∣ ∀i : ai ∈ [0, 1] ∧
∑̀
i=1

ai = 1
}
. �

The proof of the main result will make use of Carathéodory’s Theorem, which is
stated in Theorem 2.17 below. Recall that, given a finite set of points P ⊂ RN , each
point p in the convex hull of P can be expressed as convex combination of P . An
interesting question is the following: Is there an upper bound (better than |P |) on
the number of points from P one has to use to express p as convex combination of
these points? The question has been answered by Carathéodory [13] for finite and
compact subsets of RN . His result was later generalized to arbitrary finite subsets of
RN by Steinitz [47]. It states that, for every finite subset X ⊂ RN , a point in the
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convex hull of X can be expressed as a convex combination of only N + 1 points
from X.

Theorem 2.17 (Carathéodory’s theorem [13, 47]). Let X := {~x1, . . . , ~x`} ⊂
RN be a set of points. For every ~y ∈ conv(X) there exists a subset X ′ ⊆ X such
that |X ′| ≤ N + 1 and ~y ∈ conv(X ′).

2.2. Hyperfinite Graphs: Proofs of Theorems 2.13 to 2.15

This section covers proofs for the known facts that forests, planar graphs and minor-
free graphs are hyperfinite (see Theorems 2.13 to 2.15). In the proofs, separator
theorems are utilized to split graphs into components of constant size and the
components’ size is bounded as a function of the number of separator nodes.

In general, there is no proper subset C ( V that partitions a graph into three sets
A,B,C 6= ∅ such that no edge joins a node in A with a node in B. For example,
consider a clique, where each pair of nodes is connected by an edge. There is no
choice of C 6= V that disjoins two sets A and B. However, for trees, planar graphs
and minor-free graphs there exist separator theorems that state that there always is
a small set of nodes that roughly cuts the graph in half.
The aforementioned separator theorems are discussed in Section 2.2.1. Some

definitions are given in Section 2.2.2. The actual proofs for trees, planar graphs and
minor-free graphs are conducted in Sections 2.2.3 to 2.2.5.

2.2.1. Separator Theorems

Let G = (V ,E) be a graph and let u, v ∈ V be two nodes. If there exists a node
w ∈ V such that all paths from u to v visit w, then we say that w separates u and v.
We can extend this definition from a single node to a set of nodes.

Definition 2.18 (Separator set). Let G = (V ,E) be a graph and let A,B,C ⊂ V
be a partitioning of V . Then, C is called a separator set iff every path from a node
in A to a node in B crosses at least one node from C. �

Given a tree G, one can always find a single node that partitions the tree into two
sets such that no set is greater than 2

3 |V (G)|.
Theorem 2.19 (Tree separator [cf. 15]). Let G be a tree of size n. Then, the
nodes of G can be partitioned into two sets A := σA(G), B := σB(G) and a single
separator node c := σC(G) such that |A|, |B| ≤ 2

3n.
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It has been proved by Ungar [51] that there exists a separator set C for every
planar graph such that |A|, |B| ≤ 2

3n and that C is in O(
√
n logn). The bound on

the size of C was improved to O(
√
n) by Lipton and Tarjan [39] later.

Theorem 2.20 (Planar separators [39]). Let G be a planar graph of size n. Then,
the nodes of G can be partitioned into two sets A := σA(G), B := σB(G) and a
separator set C := σC(G) such that |A|, |B| ≤ 2

3n and such that C contains no more
than γ

√
n nodes, where γ ≤ 2

√
2.

Alon et al. [5, 6] have proved that every Kt-free graph G of size n has a separator
set of size t3/2

√
n that splits G into two subgraphs of size at most 2

3n. Kawarabayashi
and Reed [35] improved the asymptotics of this result by showing that there exists a
separator set of size O(t

√
n) as conjectured by Alon et al. [5].

Theorem 2.21 (Minor-free separators [5, 35]). Let t be an integer and be G be
a graph of size n that contains no Kt-minor. Then, there exists λ ∈ R such that
the nodes of G can be partitioned into two sets A := σA(G), B := σB(G) and a
separator set C := σC(G) such that |A|, |B| ≤ 2

3n and C contains no more than
γ
√
n = min(λt, t3/2) · √n nodes.

One can prove Theorems 2.19 to 2.21 by taking advantage of the same idea, i.e.,
employing separator theorems multiple times until all components have constant size.
In fact, one can carry out the proof that minor-free graphs are hyperfinite only and
conclude that forests and planar graphs are hyperfinite, too. We are interested in
good explicit bounds on ϕ(µ), and therefore we derive estimates separately. However,
this affects details of the proofs only, and we can still give the same outline for all
three proofs.

Proof outline We decompose the graph G into components of constant size by
applying the corresponding separator theorem multiple times and removing all edges
that are incident to separator nodes. Recall that we want to prove the results for
degree-bounded graphs: If the number of separator nodes is bounded, then the
number of removed edges is bounded, too. We construct a splitting tree where each
application of the separator theorem is represented by a node and its two children.
The parent node represents the graph before applying the separator theorem, and
the two child nodes correspond to the resulting sets A and B. The separator set C
is kept separately. We assign a level to each node of the tree and bound the number
of separator nodes per level. Summing over all levels gives the desired bound.
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2.2.2. Splitting Trees

A splitting tree is a structure that describes the repeated application of one of the
aforementioned separator theorems to a graph (see Theorems 2.19 to 2.21). We
construct a splitting tree T (G) of a graph G = (V ,E) by recursively applying the
corresponding separator theorem to it. The root of T (G) is G. If |V | > ϕ, then we
use the separator theorem to obtain subgraphs σA(G), σB(G) and σC(G). We add
T (σA(G)) and T (σB(G)) to the (empty) set of children of T (G), children(G), and
recurse into their construction. If, on the other hand, |V | ≤ ϕ, we do nothing. When
T is fully constructed, we assign a level lvl(T (G′)) to each node T (G′). Leaves are
on level 0. An inner node’s level is one greater than the maximum level of its two
child nodes. All separator vertices that are used to split nodes of T (G) are gathered
in the set S(G). See Fig. 2.2 on the following page for an example of a splitting tree.

In the following definition, we always use the separator theorem that fits best, i.e.,
Theorem 2.19 for trees and so on. Without loss of generality, we assume that there
always exists a uniquely defined separator set such that the splitting tree is uniquely
defined, too. We are allowed to do this because we make use of the properties that
are guaranteed for every separator set by the respective separator theorem only.

Definition 2.22 (Splitting tree). Let G be a tree, planar graph or minor-free
graph such that one of the Theorems 2.19 to 2.21 can be applied to it. Then, the
splitting tree T (G), its level lvl(T (G)) and its set of separators S(G) are defined as
follows.

T (G) := (G, children(G))

children(G) :=

{T (σA(G)), T (σB(G))} if |V (G)| > ϕ

∅ otherwise

lvl(T (G)) :=

1 + maxT (G′)∈children(G) lvl(T (G′)) if children(G) 6= ∅
0 otherwise

S(G) :=

σC(G) ∪⋃T (G′)∈children(G) S(G′) if |V (G)| > ϕ

∅ otherwise .

We write Ti(G) to denote all nodes of T (G) on level i and, similarly, Si(G) to denote
all separator vertices in nodes of T (G) that are used to split nodes of Ti(G). �

In the remainder of Section 2.2, we circumvent unnecessarily complicated state-
ments by identifying a node T (G′) with its subgraph G′. To avoid any ambiguity
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σB(G)σA(G)

S(G)

G

T2(G)

T1(G)

T0(G)

S2(G)
S1(G)

Figure 2.2.: A splitting tree of the graph depicted in Fig. 2.1 on page 17 with
maximum component size ϕ = 5. Different levels are colored in different
shades of blue. The separator vertices on the second level are colored
red, and the separator vertices on the first level are colored orange.
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that may arise, we refer to the elements of T (G) as nodes and to the elements of
V (G) as vertices.

The following lemma states that the splitting tree provides the desired decomposi-
tion of G into connected components of size at most ϕ.

Lemma 2.23. For every graph G = (V ,E) and its splitting tree T (G), the graph
obtained by joining the nodes in level zero and all separator vertices, i.e., T0(G) and
S(G), is a decomposition of G into components of size at most ϕ.

Proof. The set T0(G) ∪ S(G) is a decomposition of G because an arbitrary vertex
u ∈ V is an element of either exactly one of the leaf nodes in T0(G) or of S(G), and
therefore V = ⋃{V (G′) | (G′, ·) ∈ T0(G)} ∪ S(G). All components in nodes of T0(G)
have size at most ϕ by construction, and S(G) contains only isolated vertices. Since
no edges are added, all components have a size of at most ϕ.

The fact that the number of nodes on each level of the splitting tree and their
accumulated size is bounded will be used in the proofs of Theorems 2.13 to 2.15.

Lemma 2.24. Let G be a graph of size n and T := T (G) be its splitting tree. At
most n/((3

2)i−1ϕ) nodes of T are on level i, and the total number of vertices in all
nodes on level i is at most n.

Proof. Let ` <∞ denote the maximum level of T (G). Let T (H) be an arbitrary node
on level one and T (Hp) its parent on level two. Since H was spit, it is clear that
|V (H)| > ϕ. Its parent Hp was also split, and it holds by the respective separator
theorem that

2
3 |V (Hp)| ≥ |V (H)| > ϕ⇒ |V (Hp)| >

3
2ϕ .

By induction, we conclude that an arbitrary node on level i ≥ 1 has size at least
(3/2)i−1ϕ. An arbitrary vertex is contained in at most one of the nodes on level i as
the level decreases on every path from the root to a leaf. Therefore, we can bound
the total number of vertices in all components H1, . . . ,Hp on level i to at most n,
i.e., ∑p

j=1 |V (Hj)| ≤ n. Since every node on level i has size at least (3
2)i−1ϕ and

there are at most n vertices in the nodes on level i, there are at most n/((3
2)i−1ϕ)

nodes on level i of the splitting tree.

2.2.3. Forests Are Hyperfinite

Theorem 2.13 (Forests are hyperfinite [cf. 40]—repeated). Let G = (V ,E)
be a forest of size n with maximum node degree d. Then, G is ϕ(µ)-hyperfinite, where
ϕ(µ) = 3d/µ.
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Proof. Let ϕ ≥ 1 and µ be minimal such that G is (µ, ϕ)-hyperfinite. We construct a
splitting tree according to Definition 2.22 by applying Theorem 2.19 and obtain a
decomposition of G into components of size at most ϕ as stated by Lemma 2.23. Fix
some i ≥ 1 and let Ti(G) = {T (H i,1), . . . , T (H i,pi)} be the set of nodes on level i.
We bound |Si(G)|. Each node H i,j is split by a single vertex. As Lemma 2.24 states,
there are at most n/((3

2)i−1ϕ) nodes on level i of the splitting tree. Therefore, the
number of separator vertices on level i is bounded by

|Si(G)| ≤
pi∑
j=1

1 ≤ n

(3
2)i−1ϕ

= n

ϕ

(2
3

)i−1
.

The total number of separator vertices can be estimated by summing over all levels.
As `→∞, the series converges to the limit of a geometric series.

|S(G)| =
∑̀
i=1
|Si(G)| ≤ n

ϕ

∑̀
i=1

(2
3

)i−1
<
n

ϕ

∞∑
i=0

(2
3

)i
= 3n

ϕ
.

Each vertex in G is incident to at most d edges. An edge is removed iff it is
incident to a vertex in S(G), thus d · |S(G)| ≥ µn by Definition 2.12. It follows that
d · 3nϕ ≥ µn. Rearranging gives the desired result:

µn ≤ d · 3n
ϕ
⇔ ϕ ≤ 3d

µ
.

2.2.4. Planar Graphs Are Hyperfinite

Theorem 2.14 (Planar graphs are hyperfinite [cf. 40]—repeated). Let G =
(V ,E) be a planar graph of size n with maximum node degree d. Then, G is ϕ(µ)-
hyperfinite, where ϕ(µ) = γ2[(3 +

√
6)d/µ]2 and γ ≤ 2

√
2.

Proof. Let ϕ ≥ 1 and µ be minimal such that G is (µ, ϕ)-hyperfinite. We construct
a splitting tree according to Definition 2.22 by applying Theorem 2.20 and obtain
a decomposition of G into components of size at most ϕ as stated by Lemma 2.23.
Fix some i ≥ 1 and let Ti(G) = {T (H i,1), . . . , T (H i,pi)} be the set of nodes on
level i. Each node H i,j is split using at most γ

√
|V (H i,j)| vertices as separators

by Theorem 2.20. We apply the Cauchy-Schwarz inequality to bound |Si(G)|. Set
~1 = (1, . . . , 1) and ~s =

(
γ
√
|V (H i,1)|, . . . , γ

√
|V (H i,pi)|

)
, where pi denotes the
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number of nodes on level i. It holds that

|Si(G)| ≤
pi∑
j=1

γ
√
|V (H i,j)| =

∣∣∣〈~1,~s〉∣∣∣ ≤ ||~1||2 · ||~s||2 = √pi · γ
√√√√ pi∑
j=1
|V (H i,j)| .

As Lemma 2.24 states, there are at most n/((3
2)i−1ϕ) nodes on level i of the splitting

tree, i.e., pi ≤ n/((3
2)i−1ϕ). The total number of vertices in all nodes on level i is at

most n, i.e., ∑pi
j=1 |V (H i,j)| ≤ n. Therefore, we have that

|Si(G)| ≤ . . . ≤ √pi · γ
√√√√ pi∑
j=1
|V (H i,j)| ≤

√
n

(3
2)i−1ϕ

· γ√n ≤ n γ√
ϕ

[√
2
3

]i−1

.

The total number of separator vertices |S(G)| can be estimated by summing over
all levels. As `→∞, the series converges to the limit of a geometric series.

|S(G)| =
∑̀
i=1
|Si(G)| ≤ n γ√

ϕ

∑̀
i=1

[√
2
3

]i−1

< n
γ√
ϕ

∞∑
i=0

[√
2
3

]i
= n

γ√
ϕ

(3 +
√

6) .

Each vertex in G is incident to at most d edges. An edge is removed iff it is
incident to a vertex in S(G), thus d · |S(G)| ≥ µn by Definition 2.12. It follows
that d · γ√

ϕ(3 +
√

6)n ≥ µn. Rearranging and plugging in γ = 2
√

2 from the planar
separator Theorem 2.20 on page 22 gives the desired result:

µ ≤ d · (3 +
√

6) γ√
ϕ
⇔ √

ϕ ≤ γ(3 +
√

6)d
µ
⇔ ϕ ≤ γ2

[
(3 +

√
6)d
µ

]2
.

2.2.5. Minor-Free Graphs Are Hyperfinite

Theorem 2.15 (Minor-free graphs are hyperfinite [cf. 6, 35]—repeated).
Let G = (V ,E) be a graph of size n with maximum node degree d that contains
no Kt-minor. Then, there exists λ ∈ R such that G is ϕ(µ)-hyperfinite, where
ϕ(µ) ≤ γ2[(3 +

√
6)d/µ]2 and γ = min(λt, t3/2).

Proof. This proof is conducted as the proof of Theorem 2.14 using Theorem 2.21
instead of Theorem 2.20, i.e., γ is substituted by min(λt, t3/2).
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In this chapter, we construct small graphs that share their local structure with a
given degree-bounded hyperfinite graph of arbitrary size and derive upper bounds on
their size. The central idea of this construction is to split the hyperfinite graph into
pieces of constant size and prove that only a constant number of these components
is required to construct the small graph. The result itself holds for every class
of (µ, ϕ)-hyperfinite graphs, and the upper bound on the small graph’s size depends
on ϕ.
In Section 3.1, we formalize the problem, which has already been sketched in

Section 1.1. Section 3.2 covers the main result and its proof. Results for trees, planar
graphs and minor-free graphs, which state explicit upper bounds, are derived in
Section 3.3. In Section 3.4, we encode a degree-bounded planar graph as a k-disk
vector plus some edge insertions and removals and prove a lower bound on k.

3.1. Problem Formalization

The following problem was suggested by Alon and Lovász [33, Question 7]. Let F be
a family of graphs. Recall that MF (ε, d, k) denotes the minimum size such that there
exists, for every G ∈ F , a graph H of at most this size and the `1 distance of the
normalized k-disk vectors of G and H is at most ε (see Definition 2.6 on page 18).
Alon has proved that MF(ε, d, k) attains a finite value for every family of graphs
(including the family of all graphs; cf. proof recited by Lovász [42, Proposition
19.10]). The following formulation of this result and its proof are adapted to the
context of this thesis.

Theorem 3.1 ([33, 42]). Let F be the family of all graphs. For every ε > 0 and
all non-negative integers d and k, Definition 2.6 on page 18 is well-defined, i.e.,
MF (ε, d, k) is a positive integer.

Proof. Set N := NF(d, k) and denote the set F restricted to d-bounded graphs by
Fd. Let F⊆ = {H1, . . . ,H`} be an inclusionwise maximal family of graphs in Fd
such that ||freqk(H i) − freqk(Hj) ||1 > ε for all 1 ≤ i < j ≤ `. The size of F⊆ is
finite: all normalized k-disk vectors of graphs from F lie in [0, 1]N , which has finite
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dimension and is bounded, and have pairwise `1 distance at least ε. For every pair of
normalized k-disk vectors ~u, ~v ∈ F⊆, hyperspheres with radius ε/2 around ~u and ~v
do not intersect. Therefore, we have that |F⊆| ≤ 1/s, where s > 0 is the volume of a
hypersphere with radius ε/2.

Given a graph G ∈ Fd, denote the nearest graph in F⊆ by f(G). Since F⊆ is maxi-
mal, there exists at least one graph H i ∈ F⊆ such that ||freqk(G)− freqk(H i) ||1 ≤ ε
for every G ∈ Fd. By definition, it holds that

MF (ε, d, k) := max
G∈Fd

min
{
|G′|

∣∣∣ ||freqk(G)− freqk
(
G′
) ||1 ≤ ε}

≤ max
G∈Fd

|f(G)| ≤ max
Hi∈F⊆

|H i| <∞ .

The problem is to find an explicit estimate on M(ε) := MF(ε, d, k). In this
chapter, we give an explicit bound on M(ε) for the special case when a family of
(µ, ϕ)-hyperfinite graphs is considered.

We note that the definition of M(·) in [33] uses the total variation distance
δ(P,Q) = supA⊂Ω |P (A)−Q(A)| between two probability measures P and Q on a
sample space Ω. For a finite number of elementary events (here: k-disks), this equals
half the `1 distance ||P −Q||1 = ∑

x∈Ω |P (x)−Q(x)| [cf. 38, Section 4.1].

3.2. Main Result

In this section we show that, for any fixed non-negative integer k and every hyperfinite
graph G with degree bounded by d, there exists a graph H with a similar k-disk vector
whose size is independent of the size of G. Similarity is measured by ||freqk(G)−
freqk(H) ||1 and can be increased by allowing a larger, still constant size of H.
In the following, we assume that the upper bound on the degree of a graph is

d ≥ 3. The bounds can also be derived for d < 3. In fact, it is quite easy to construct
small graphs with a similar k-disk vector for these graphs without the machinery
used in the proof of Theorem 3.2. The cases d = 0 (only isolated nodes) and d = 1
(isolated nodes and single edges) are trivial: One has to combine isolated and paired
nodes (i.e., edges) at the appropriate rate only. The case d = 2 (paths and cycles)
has briefly been considered in Section 1.1. Here, one can join short paths and small
cycles to obtain the desired graph.
The following theorem is the main result obtained in this chapter. Recall that

NF (d, k) denotes the total number of d-bounded k-disks of all graphs from a family
of graphs F (see Definition 2.5 on page 17).
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3. Bound for Hyperfinite Graphs

Theorem 3.2. Let F be an arbitrary family of ϕ(µ)-hyperfinite graphs, let ε ∈ (0, 1]
and d ≥ 3, k ≥ 0 be integers. Set N := NF(d, k). Then, it holds that N ≤ 2(3dk/2

2 )

and that
MF (ε, d, k) ≤ 12N

ε2
· ϕ
(

ε

9dk
)
.

In Section 3.3, we derive the following improved versions of the above theorem for
forests, planar graphs and minor-free graphs by employing Theorems 2.13 to 2.15 on
page 20.

Corollary 3.3. Let F be the family of forests, ε ∈ (0, 1] and d ≥ 3, k ≥ 0 be integers.
Set N := NF (d, k). Then, it holds that N ≤ dk27.5dk+2 and that

MF (ε, d, k) ≤ 4 · 102 · d
k+1N

ε3
= O

(
d2k+1 · 27.5dk

ε3

)
.

Corollary 3.4. Let F be the family of planar graphs, ε ∈ (0, 1] and d ≥ 3, k ≥ 0 be
integers. Set N := NF (d, k). Then, it holds that N ≤ dk27.5dk+2 and that

MF (ε, d, k) ≤ 3 · 105 · d
2k+2N

ε4
= O

(
d3k+2 · 27.5dk

ε4

)
.

Corollary 3.5. Let F be the family of graphs with no Kt-minor, ε ∈ (0, 1] and
d ≥ 3, k ≥ 0 be integers. Set N := NF(d, k). Then, it holds that N ≤ 2(3dk/2

2 ) and
that there exists λ ∈ R such that

MF (ε, d, k) ≤ min
(
λt2, 3 · 104 · t9/4

)
· d

2k+2N

ε4
= O

(
t2 d2k+2N

ε4

)
.

3.2.1. Outline of the Proof of Theorem 3.2

In Section 1.1, we cut out single connected components from cycles and grids to
obtain small graphs that approximate their respective k-disk vectors. This idea
can be generalized to hyperfinite graphs. Since the structure of hyperfinite graphs
can be more complex compared to, e.g., cycle graphs, we do not hand-pick a single
component of constant size.
Instead, a hyperfinite graph G is split into induced subgraphs G[Ci] of size at

most ϕ by Definition 2.12 on page 19. Removing edges alters all k-disks in G that
originally contained a deleted edge. Therefore, the union of all G[Ci] has a different
k-disk vector than G. Nevertheless, the difference is small and we can express the
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normalized k-disk vector of G as a convex combination of the normalized k-disk
vectors of all G[Ci] plus the difference.

Next, we reduce the number of G[Ci] that are involved in the construction. The
number of coefficients greater than zero can be reduced to a constant number by
using Carathéodory’s theorem. We join multiple copies of the remaining G[Ci] to
reflect the size of their respective coefficients. It may be inevitable to make another
error this way because the coefficients obtained from Carathéodory’s theorem may
be non-rational and the size of a component G[Ci] may vary between 1 and ϕ.

However, the final graph H can be constructed by joining the appropriate number
of copies of each component G[Ci]. It remains to sort out the formal details and
estimate the error terms.

3.2.2. Proof of Theorem 3.2

Proof of Theorem 3.2. Let G = (V ,E) be a (µ, ϕ)-hyperfinite graph with maximum
node degree d. Set n := |V |, m := |E| and let G[C1], . . . , G[C`] denote the com-
ponents of size at most ϕ obtained after removing at most µn edges according to
Definition 2.12 on page 19. We use G[C1], . . . , G[C`] to construct a small graph with
the proposed properties (see Fig. 3.1 on the following page).

First, we consider the graph G′ obtained by joining G[C1], . . . , [C`], i.e., G without
the edges between Ci and Cj for all i 6= j. As only edges are removed, it holds
that ⋃iCi = V . The normalized k-disk vector of G′ is very similar to that of G.
However, there is a difference, which is introduced by altered k-disks: Removing an
edge e = (u, v) alters all k-disks that contain this edge. Only k-disks with their root
at distance at most k from both endpoints u and v can contain it. See Fig. 3.1 for a
schematic visualization. We postpone the computation of a bound on this error and
state its result only.

Lemma 3.6. It holds that ||freqk(G)− freqk(G′)||1 ≤ 3µdk .

Next, we reduce the number of G[Ci] that are involved in the construction. The
normalized k-disk vector of G′ is a convex combination of the normalized k-disk
vectors of G[C1], . . . , G[C`]. To see this, we rewrite it according to Definition 2.5 on
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G[C2]G[C1]

G[C3]
G[C4]

G[C5]

G[C6]

G

Figure 3.1.: Scheme of a hyperfinite graph’s decomposition into six components
G[C1], . . . , G[C6]. nodes with changed k-disks are indicated in blue. The
distance between such a node and a node of a removed edge is at most k.

page 17:

freqk
(
G′
)

= 1
n
· distk

(
G′
)

= 1
n

∑̀
i=1

distk(G[Ci])

=
∑̀
i=1

||distk(G[Ci]) ||1
n

distk(G[Ci])
||distk(G[Ci]) ||1

=
∑̀
i=1

|Ci|
n
· freqk(G[Ci]) . (3.1)

The `1 norm of a k-disk vector is equal to the number of k-disks covered by this
vector. Also notice that the sum of all coefficients ai := |Ci|/n equals one, implying
that (3.1) is a convex combination of normalized k-disk vectors.

We use Carathéodory’s theorem (see Theorem 2.17 on page 21) to reduce the
number of non-zero coefficients, i.e., the number of components involved in the
convex combination. Let b1, . . . , b` denote the new coefficients obtained by applying
Carathéodory’s theorem. By Theorem 2.17 and Definition 2.5 on page 17, at most N
of the bi are non-zero. Without loss of generality, we assume that only b1, . . . , bN
may be greater than zero, i.e., bN+1 = . . . = b` = 0. Then, it holds that

freqk
(
G′
)

= . . . =
∑̀
i=1

ai · freqk(G[Ci]) =
N∑
i=1

bi · freqk(G[Ci]) . (3.2)
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We aim at constructing a graph H similar to G (in terms of its normalized k-disk
vector) by joining multiple copies of G[C1], . . . , G[CN ]. Suppose for a moment that (i)
all bi are rational and (ii) all components have equal size, i.e., |C1| = . . . = |CN | = ϕ.
Let b denote the lowest common denominator of b1, . . . , bN . Joining bi · b copies of
G[Ci] for every i ∈ [N ] would result in a (hypothetical) graph H ′. This graph would
have the normalized k-disk vector

freqk
(
H ′
) (i)= 1
|H ′|

N∑
i=1

bib · distk(G[Ci])

= 1
|H ′|

N∑
i=1

bib · ||distk(G[Ci]) ||1 ·
distk(G[Ci])
||distk(G[Ci]) ||1

(ii)= 1
bϕ

N∑
i=1

bib · ϕ ·
distk(G[Ci])
||distk(G[Ci]) ||1

=
N∑
i=1

bi · freqk(G[Ci]) = freqk
(
G′
)
.

It would hold that ||freqk(G)− freqk(H ′) ||1 ≤ 3µdk/2 by Lemma 3.6 and Eq. (3.2).
Unfortunately, some bi may be non-rational, as well as some Ci may contain less
than ϕ nodes. However, we will prove later that by slightly altering b1, . . . , bN and
joining more than b copies of G[C1], . . . , G[CN ] the following result can be achieved.

Lemma 3.7. Let c ≥ 1 and ϑ ≥ 2 be arbitrary integers. Then, there exist rational
numbers c1, . . . , cN ∈ [0, 1] such that

∑N
i=1 ci = 1 and the graph H constructed by

joining cicbϑϕ/|Ci|c copies of G[Ci] for every i ∈ [N ] satisfies

∣∣∣∣freqk
(
G′
)− freqk(H)

∣∣∣∣
1 ≤

N

c
+ 1
ϑ− 1 .

By combining Lemma 3.6 and Lemma 3.7 we get the following result:

||freqk(G)− freqk(H) ||1 ≤ 3µdk + N

c
+ 1
ϑ− 1 =: ε .

Bounds on the parameter variables µ, c and ϑ as a function of the intended
maximum error ε can be obtained by setting each summand to ε/3 and rearranging
them independently:

ε

3 = 3µdk ε

3 = N

c

ε

3 = 1
ϑ− 1

⇔µ = ε

9dk ⇔ c = 3N
ε

⇒ϑ ≤ 4
ε
. (3.3)
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Then, M(ε) is bounded by

M(ε) ≤ |V (H)| ≤
N∑
i=1

cic

⌊
ϑ
ϕ

|Ci|

⌋
· |Ci| ≤ cϑϕ

N∑
i=1

ci = cϑϕ ≤ 12N
ε2
ϕ .

It remains to bound N . The size of a d-bounded k-disk is at most 3dk/2 by
Observation 3.8 on the facing page. Let F be the family of all graphs and define
b :=

(3dk/2
2
)
. We construct an injective mapping f : RF(d, k) → {0, 1}b to bound

N = |RF(d, k)| by |{0, 1}b| = 2b. Given a k-disk D ∈ RF(d, k), we assign a
unique number gD(u) ∈ {0, . . . , 3dk/2} to each node u ∈ D such that the root of
D maps to zero. Let h be a bijective function that maps every element of the set
{(x, y) | x, y ∈ {0, . . . , 3dk/2} ∧ x < y} to an element of {0, . . . , b}. We define
f(D) := (x1, . . . , xb) where xi = 1 if g−1

D (h−1(i)) ∈ E(D) and xi = 0 otherwise.
Assume that f is not injective. Let D1, D2 ∈ RF(d, k) such that D1 6= D2 and

f(D1) = f(D2). Then, g−1
D2
◦ gD1

is an isomorphism between D1 and D2. This yields
a contraction because D1 and D2 are representatives of different equivalence classes.
Therefore, it follows that N = |RF (d, k)| ≤ |{0, 1}b| = 2(3dk/2

2 ).

3.2.3. Deferred Proofs

It remains to prove Lemmas 3.6 and 3.7.

Proof of Lemma 3.6

Recall that G[C1], . . . , G[C`] are obtained by removing edges according to Defini-
tion 2.12 on page 19 (see Fig. 3.1 on page 32). Deleting these edges alters all k-disks
that originally contained such an edge. We bound the k-disk vectors’ difference of G
and the graph G′ obtained by joining G[C1], . . . , G[C`]. First, we count all k-disks
that contain a fixed edge. Then, we bound the total error by summing over all
removed edges.

Lemma 3.6 (repeated). It holds that ||freqk(G)− freqk(G′)||1 ≤ 3µdk .

Proof. First, we bound the number of k-disks that are altered by removing a single
edge. Removing such an edge e = (u, v) alters all k-disks that contain this edge. A
k-disk centered at a node w contains e iff there exists a path from u to w and a
path from v to w, both of length at most k. We establish an upper bound on the
number of possible w by counting only paths from u to w: There is only one path of
length 0 (when u = w). Since the degree of a node is at most d, there are at most d
possible extensions of this path. From each of these d nodes there are d− 1 possible
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extensions (paths with ties are already covered by simple paths), and therefore at
most d(d − 1) simple paths of length 2 exist. Induction gives the following upper
bound on the number of altered k-disks:

1 + d+ d(d− 1) + . . .+ d(d− 1)k−1 ≤
k∑
i=0

di = 1− dk+1

1− d ≤ dk+1

2
3d

= 3dk
2 .

Actually, this is also an upper bound on the number of nodes that can be reached
from u by a path of length at most k. Therefore, it also bounds the maximum size
of a k-disk.

Observation 3.8. The size of a d-bounded k-disk is at most 3dk/2.

It remains to bound the error by summing over all µn removed edges. As each
alternation of a k-disk results in one component of the k-disk vector being increased
by one and another component being decreased by one, it holds that

∣∣∣∣freqk(G)− freqk
(
G′
)∣∣∣∣

1 ≤
1
n
·
(

2µn · 3dk
2

)
= 3µdk . (3.4)

Proof of Lemma 3.7

Recall the idea of combining copies of G[Ci] in the proof of Theorem 3.2: We
assumed that the coefficients b1, . . . , bN ∈ R are rational and that all Ci are of equal
size. Thus, it would have been possible to construct a small graph H ′ such that
freqk(H ′) = ∑N

i=1 bi · freqk(G[Ci]) = freqk(G′). However, both assumptions do not
hold in general.
We make two modifications to the construction of H ′ to overcome this prob-

lem. First, we define new, rational coefficients c1, . . . , cN ∈ Q by simply rounding
b1, . . . , bN . Second, we construct new graphs G[D1], . . . , G[DN ] of almost equal size,
which share their normalized k-disk vectors with G[C1], . . . , G[CN ]. This is done
by joining bϑϕ/|Ci|c copies of G[Ci] for some integer ϑ ≥ 2. Using c1, . . . , cN and
G[D1], . . . , G[DN ], a graph H with the following properties can be constructed.

Lemma 3.7 (repeated). Let c ≥ 1 and ϑ ≥ 2 be arbitrary integers. Then, there
exist rational numbers c1, . . . , cN ∈ [0, 1] such that

∑N
i=1 ci = 1 and the graph H

constructed by joining cicbϑϕ/|Ci|c copies of G[Ci] for every i ∈ [N ] satisfies

∣∣∣∣freqk
(
G′
)− freqk(H)

∣∣∣∣
1 ≤

N

c
+ 1
ϑ− 1 .
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Proof. We construct rational coefficients c1, . . . , cN ∈ Q. In particular, it must hold
that ∑N

i=1 ci = 1. We define two functions f, g : [0, 1]→ Q ∩ [0, 1] as

f(bi) := max
{
ν

c

∣∣∣ ν ∈ {0, . . . , c} ∧ ν
c
≤ bi

}
= bbi · cc

c

g(bi) := min
{
ν

c

∣∣∣ ν ∈ {0, . . . , c} ∧ ν
c
> bi

}
= dbi · ce

c
.

These functions map real coefficients to the nearest smaller or greater allowed
(rational) coefficient, respectively. Since f(bi) ≤ bi and g(bi) > bi, it follows that

N∑
i=1

f(bi) ≤
N∑
i=1

bi = 1 ≤
N∑
i=1

g(bi) .

The new coefficients are defined as follows. Initialize all ci by setting them to f(bi).
If ∑N

i=1 ci = 1, then we are finished. Otherwise, we increment b1 by 1
c , changing its

value from f(bi) = ν
c to g(bi) = ν+1

c . If ∑N
i=1 ci = 1, then we are finished. Otherwise,

we proceed to increment c2, c3, . . . until
∑N
i=1 ci = 1. Since 1 ≤∑N

i=1 g(bi), the sum
of all ci will always equal one at some point.

Observation 3.9. For every i ∈ [N ], it holds that |bi − ci| ≤ 1/c. Additionally, it
holds that

∑N
j=1 cj = 1.

The small graph H is constructed by joining cic · bϑϕ/ |Ci|c copies of G[Ci] for
each i ∈ [N ]. Let G[Di] denote the graph obtained by joining bϑϕ/ |Ci|c copies of
G[Ci]. This way, we can also construct H by joining cic copies of G[Di] for all i ∈ N.
Constructing G[D1], . . . , G[DN ] pursues the idea of leveling the size of all G[Ci]. The
normalized k-disk vectors of G[Ci] and G[Di] are equal for all i ∈ [N ]:

freqk(G[Di]) = distk(G[Di])
||distk(G[Di]) ||1

= bϑϕ/|Ci|c · distk(G[Ci])
bϑϕ/|Ci|c · ||distk(G[Ci]) ||1

= freqk(G[Ci]) .

Now, we show that the size of G[Di] is at least (ϑ− 1)ϕ and at most ϑϕ for every
i ∈ [N ]. It is easy to see that the upper bound holds:

|Di| =
⌊
ϑϕ

|Ci|

⌋
|Ci| ≤

ϑϕ

|Ci|
|Ci| = ϑϕ . (3.5)

We can establish a lower bound on |Di| by exploiting the fact that each component
G[Ci] is of size at least one and of size at most ϕ ≥ 1. Recall that ϑ ≥ 2.

|Di| =
⌊
ϑϕ

|Ci|

⌋
|Ci| ≥

ϑϕ

|Ci|
|Ci| − 1 = ϑϕ− |Ci||Ci|

≥ ϑϕ− ϕ

1 = (ϑ− 1)ϕ . (3.6)
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The normalized k-disk vector of H can be decomposed into a weighted sum of the
normalized k-disk vectors of G[Ci] in a way that is similar to the decomposition of
the k-disk vector of G′ in Eq. (3.2) on page 32. For every i ∈ [N ], we define the
helper variable si:

si := c · ||distk(G[Di]) ||1
||distk(H) ||1

− 1 .

Now, the normalized k-disk vector of H can be decomposed into two sums:

freqk(H) = distk(H)
||distk(H) ||1

= 1
||distk(H) ||1

N∑
i=1

cic · distk(G[Di])

= 1
||distk(H) ||1

N∑
i=1

cic · ||distk(G[Di]) ||1
distk(G[Di])
||distk(G[Di]) ||1

=
N∑
i=1

c · ||distk(G[Di]) ||1
||distk(H) ||1

· ci · freqk(G[Di])

=
N∑
i=1

(1 + si) · ci · freqk(G[Di])

=
N∑
i=1

ci · freqk(G[Ci]) +
N∑
i=1

sici · freqk(G[Ci]) . (3.7)

In the following, we bound si by − 1
ϑ−1 ≤ si ≤ 1

ϑ−1 for every i ∈ [N ], which implies
|si| ≤ 1

ϑ−1 . Since distk(H) = ∑N
i=1 cic · distk(G[Di]) by the construction of H and∑N

i=1 ci = 1 (see Observation 3.9), it holds that

c(ϑ− 1)ϕ =
N∑
i=1

cic(ϑ− 1)ϕ ≤ ||distk(H) ||1 ≤
N∑
i=1

cicϑϕ = cϑϕ . (3.8)

The proposed bounds on si can now easily be obtained by applying Eqs. (3.5), (3.6)
and (3.8), respectively:

si = c · ||distk(G[Di]) ||1
||distk(H) ||1

− 1 ≤ cϑϕ

c(ϑ− 1)ϕ − 1 = ϑ

ϑ− 1 − 1 = 1
ϑ− 1 . (3.9)

si = c · ||distk(G[Di]) ||1
||distk(H) ||1

−1 ≥ c(ϑ− 1)ϕ
cϑϕ

−1 = ϑ− 1
ϑ
−1 = − 1

ϑ
≥ − 1

ϑ− 1 . (3.10)

Observation 3.10. For every i ∈ [N ], it holds that |si| ≤ 1 / (ϑ− 1).
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3. Bound for Hyperfinite Graphs

Recall from Eq. (3.2) on page 32 that we have freqk(G′) = ∑N
i=1 bi · freqk(G[Ci]).

Using Eqs. (3.2) and (3.7), we establish the proposed bound on ||freqk(G′) −
freqk(H) ||1:

∣∣∣∣freqk
(
G′
)− freqk(H)

∣∣∣∣
1

=
∣∣∣∣∣
∣∣∣∣∣
N∑
i=1

bi · freqk(G[Ci])−
N∑
i=1

ci · freqk(G[Ci])−
N∑
i=1

sici · freqk(G[Ci])
∣∣∣∣∣
∣∣∣∣∣
1

≤
N∑
i=1
|bi − ci| · ||freqk(G[Ci])||1 +

N∑
i=1
|si| · ci · ||freqk(G[Ci])||1 .

≤
N∑
i=1

1
c
· 1 +

N∑
i=1

1
ϑ− 1 · ci · 1 = N

c
+ 1
ϑ− 1 .

As freqk(G[Ci]) is a normalized k-disk vector, its `1 norm equals one. Furthermore, it
holds that |bi − ci| ≤ 1/c and ∑N

i=1 ci = 1 (see Observation 3.9) and |si| ≤ 1 / (ϑ− 1)
(see Observation 3.10).

3.3. Applications: Proofs of Corollaries 3.3 to 3.5

In this section, we apply the main result, Theorem 3.2, to forests, planar graphs
and minor-free graphs. First, we establish an upper bound on the number of non-
isomorphic planar k-disks in Section 3.3.1. This result is used in Sections 3.3.2
and 3.3.3 to derive closed explicit estimates of the small graph’s size for trees and
planar graphs by applying Theorems 2.13 and 2.14 on page 20. In Section 3.3.4 we
apply Theorem 2.15 to derive a version of Theorem 3.2 for minor-free graphs.

3.3.1. On the Number of Planar k-Disks

Since the bound on the small graph’s size MF (ε, d, k) in Theorem 3.2 depends on the
dimension NF (d, k) of the k-disk vector, i.e., the number of pairwise non-isomorphic,
d-bounded k-disks in F , it is desirable to calculate a better estimate of NF (d, k) for
planar graphs than it is given by Theorem 3.2.

The number of degree-bounded planar k-disks is bounded by the number of planar
graphs (on a fixed number of nodes). Upper bounds on the number of (unlabeled)
planar graphs on n nodes were, e.g., obtained by Poulalhon and Schaeffer [45] and
Tutte [49]. The following result is due to Bonichon et al. [10, 11].

Theorem 3.11 ([10, 11]). The number of non-isomorphic connected planar graphs
of size n is at most 24.91n ≤ 25n.
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3.3. Applications: Proofs of Corollaries 3.3 to 3.5

Although we did not introduce labeled graphs (except for rooted graphs where a
single node is labeled as root), we note that this theorem refers to the number of
unlabeled planar graphs.

Theorem 3.12. Let F be the family of planar graphs on at least three nodes and
d ≥ 3, k ≥ 0 be integers. Then, the number of pairwise non-isomorphic, d-bounded,
planar k-disks NF (d, k) is at most

NF (d, k) ≤ dk27.5dk+2 .

Proof. If a k-disk is d-bounded, then its size is at most 3dk/2 by Observation 3.8.
Theorem 3.11 states that the number of connected planar graphs on n nodes is at
most 25n. Additionally, k-disks are rooted graphs. There are at most n ways to root
a graph on n nodes.
Combining these results yields that the number of d-bounded, planar k-disks on

exactly n nodes is at most n ·25n ≤ (3dk/2) ·27.5dk where n ≤ 3dk/2. We sum over all
possible n ∈ {1, . . . , 3dk/2} to get a bound on the number of all d-bounded, planar
k-disks:

3dk/2∑
i=1

i · 25i ≤ 3dk
2 ·

7.5dk∑
i=0

2i = 3dk
2 · 27.5dk+1 − 1

2− 1 ≤ dk27.5dk+2 .

3.3.2. Bound for Forests

Recall Theorem 2.13 on page 20: It states that the family of d-bounded forests
is O(d/µ)-hyperfinite. This result enables us to state a more intuitive formulation of
Theorem 3.2 on page 29 for forests: it allows us to obtain an explicit bound on |H|.

Corollary 3.3 (repeated). Let F be the family of forests, ε ∈ (0, 1] and d ≥ 3, k ≥ 0
be integers. Set N := NF (d, k). Then, it holds that N ≤ dk27.5dk+2 and that

MF (ε, d, k) ≤ 4 · 102 · d
k+1N

ε3
= O

(
d2k+1 · 27.5dk

ε3

)
.

Proof. We use equation (3.3) from the proof of Theorem 3.2:

µ = ε

9dk .
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3. Bound for Hyperfinite Graphs

Plugging µ into the bound on ϕ from Theorem 2.13 on page 20 gives

ϕ(µ) = 3d
µ

= 27 · d
k+1

ε
.

Applying Theorem 3.2 gives the bound

M(ε) ≤ 12 · N
ε2
ϕ(µ) = 324 · d

k+1N

ε3
≤ 324 · d

k+1 · dk27.5dk+2

ε3
.

The bound on N follows from Theorem 3.12.

3.3.3. Bound for Planar Graphs

We can adapt the proof of Corollary 3.3 to planar graphs. Recall that the family of
planar graphs with degree bounded by d is O(d2/µ2)-hyperfinite by Theorem 2.14
on page 20.

Corollary 3.4 (repeated). Let F be the family of planar graphs, ε ∈ (0, 1] and
d ≥ 3, k ≥ 0 be integers. Set N := NF (d, k). Then, it holds that N ≤ dk27.5dk+2 and
that

MF (ε, d, k) ≤ 3 · 105 · d
2k+2N

ε4
= O

(
d3k+2 · 27.5dk

ε4

)
.

Proof. We use equation (3.3) from the proof of Theorem 3.2:

µ = ε

9dk .

Plugging µ into the bound on ϕ from Theorem 2.14 on page 20 gives

ϕ(µ) = γ2
[
(3 +

√
6) · d

µ

]2
= γ2

[
9(3 +

√
6) · d

k+1

ε

]2
.

Applying Theorem 3.2 yields the bound

M(ε) ≤ 12 · N
ε2
ϕ(µ) = 972γ2(3 +

√
6)2 · d

2k+2N

ε4
≤ 230 924 · d

2k+2 · dk27.5dk+2

ε4
.

The bound on N follows from Theorem 3.12, and γ ≤ 2
√

2 follows from Theorem 2.20
on page 22.
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3.4. Encoding Planar Graphs as k-Disk Vectors

3.3.4. Bound for Minor-Free Graphs

We can use the proof of Corollary 3.4 to show a similar result for minor-free graphs.
As stated by Theorem 2.15 on page 20, the family of graphs that does not contain
Kt as a minor is O(td2/µ2)-hyperfinite. However, the size of H depends on the size
of the minor. We provide two bounds on the size of H: one is asymptotically tighter,
the other one has no constant hidden inside asymptotic notation.

Corollary 3.5 (repeated). Let F be the family of graphs with no Kt-minor, ε ∈
(0, 1] and d ≥ 3, k ≥ 0 be integers. Set N := NF (d, k). Then, it holds that N ≤ 2(3dk/2

2 )

and that there exists λ ∈ R such that

MF (ε, d, k) ≤ min
(
λt2, 3 · 104 · t9/4

)
· d

2k+2N

ε4
= O

(
t2 d2k+2N

ε4

)
.

Proof. This proof is conducted as the proof of Corollary 3.4 using Theorem 2.15 on
page 20 instead of Theorem 2.14, i.e., γ is substituted by min(λ′t, t3/2) where λ′ is
chosen according to Theorem 2.21. Define λ := (λ′)2. We have that

M(ε) ≤ 12·N
ε2
ϕ(µ) = 972γ2(3+

√
6)2 · d

2k+2N

ε4
≤ min(λt2, 28 866·t9/4)· d

2k+2N

ε4
.

3.4. Encoding Planar Graphs as k-Disk Vectors

Newman and Sohler [44] have proved that two planar graphs that have similar k-disk
vectors can be transformed into each other by changing only a constant fraction of
their edges. In this section, we encode a graph by its local view and a fill-in graph to
form the global view. In particular, we encode a degree-bounded planar graph by a
k-disk vector and a small amount of edges that need to be changed to obtain G after
some prototype was recovered from the k-disk vector. We prove a lower bound on k
(see Theorem 3.17 for the precise statement):

Theorem. Let n be sufficiently large, ε ∈ O(1/ logn− 210/n), d ≥ 5 and k ∈ N. If
the family of d-bounded planar graphs of size n can be encoded by a k-disk vector of
a graph of size at most N and εn edges, then k > logd[log2([1/(3 log2 n)− ε]n)/10].

3.4.1. Preliminaries on Encoding

The following definitions provide the basis for an encoding-based formulation of the
result. An encoding maps the elements of a set A to the elements of a set B such
that the mapping is reversible.
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3. Bound for Hyperfinite Graphs

Definition 3.13 (Encoding). A finite set A can be encoded by a finite set B if
there exists an injective function f : A → B. In particular, it must hold that
|B| ≥ |A|. �

Natural numbers can be encoded as follows.

Definition 3.14 (Binary encoding). Let n ∈ N and z ∈ {0, . . . , 2n − 1}. The
function encoden : {0, . . . , 2n − 1} → {0, 1}n maps z to its binary representation of
length n. �

Inserting or removing an edge into or from a graph can be formalized as an edge
operation.

Definition 3.15 (Edge operation). Let n ∈ N. An edge operation on a graph of
size n is a tuple (e, op) where e ∈ [n]× [n] and op ∈ {insert, delete}. �

The number of planar graphs of size n grows exponentially in n. Actually, even the
number of degree-bounded planar graphs of size n is of order 2O(n) [49]. Therefore,
the exponential upper bound on the number of planar graphs from Theorem 3.11
cannot be improved to something non-exponential even for degree-bounded planar
graphs. In the following, let Pd,n denote the set of d-bounded planar graphs of size
n. There are at least 2n of such graphs.

Lemma 3.16. Let d ≥ 5, n ≥ 9 and Pd,n be the family of d-bounded planar graphs.
It holds that |Pd,n| ≥ 2n, i.e., there are more than 2n pairwise non-isomorphic,
d-bounded, planar graphs.

Proof. See Section 3.4.3.

3.4.2. Encoding a Graph by Its Local View and Its Global View

Let X1,d,k,n := {freqk(G1) | G1 ∈ Pd,n ∧ G2 ∈ Pd,N ∧ freqk(G1) = freqk(G2)}
be the set of vectors that are normalized k-disk vectors of a d-bounded planar
graph of size n as well as of a planar graph of size N , X2,n,ε := {(o1, . . . , o`) | ` ≤
εn ∧ ∀i : oi is edge operation on n nodes} be the set of all sequences of at most εn
edge operations on a node set of size n, and Xd,k,n,ε := X1,d,k,n × X2,n,ε be the
Cartesian product of X1,d,k,n and X2,n,ε.

Theorem 3.17. Let n ≥ 4.8 · 104, 0 < ε < 1/(3 log2 n) − 210/n, d ≥ 5 and k ∈ N.
If Pd,n can be encoded by Xd,k,n,ε, i.e., a k-disk vector of a graph of size at most N
and εn edge operations, then k > logd[log2([1/(3 log2 n)− ε]n)/10].
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3.4. Encoding Planar Graphs as k-Disk Vectors

Proof. Suppose f : Pd,n → Xd,k,n,ε is an injective function. We define

k(n, ε, d) := logd
[
log2

[( 1
3 log2 n

− ε
)
n

]
/10

]
N := NF (d, k), N ′ := dlog2Ne
n′ := dlog2 ne
µ := Ndlog2Ne+ bεnc(2dlog2 ne+ 1) .

Notice that k(n, ε, d) > 0 if n is greater than 4.8 · 104 and ε < 1/(3 log2 n)− 210/n.

Each pair of a k-disk and a sequence of at most εn edge operations can be mapped
to a bit string of length µ by the function g : Xd,k,n,ε → {0, 1}µ that is defined as
follows.

g((x1, . . . , xN ), ((u1, v1, o1), . . . , (u`, v`, o`)))

:= encodeN ′(x1) ◦ . . . ◦ encodeN ′(xN ) ◦ encoden′(u1) ◦ encoden′(v1)

◦ encode1(o1) ◦ . . . ◦ encoden′(u`) ◦ encoden′(v`) ◦ encode1(o`)

where ` ≤ bεnc ≤ εn .

Recall that every element in the image of encode`(·) is a bit string of length
exactly `. Therefore, g is injective, and every graph G ∈ Pd,n can be mapped to a
unique bit string of length

µ = Ndlog2Ne+ bεnc(2dlog2 ne+ 1)

≤ N(log2N + 1) + εn(2 log2 n+ 3)

≤ 3 · (N log2N + εn log2 n)

by g(f(G)). On the other hand, if B is a set of bit strings of equal length such that
B encodes Pd,n, then the length of the bit strings is at least log2 |Pd,n|. Otherwise,
the size of B is at most the number of bit strings of length ` < log2 |Pd,n|, i.e.,
|B| ≤ 2` < |Pd,n|, which yields a contradiction to the assumption that g is an
encoding, which is injective by Definition 3.13. By Lemma 3.16, we have that

3 · (N log2N + εn log2 n) ≥ log2 |Pd,n| > n . (3.11)
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3. Bound for Hyperfinite Graphs

Assume that k ≤ k(n, ε, d). Then, it holds that

3 · (N log2N + εn log2 n)

≤ 3 ·
[
dk27.5dk+2 log2

(
dk27.5dk+2

)
+ εn log2 n

]
≤ 3 ·

[
2log2 d

k28.5dk log2
(
2log2 d

k28.5dk
)

+ εn log2 n
]

≤ 3 ·
[
20.6dk28.5dk log2

(
20.6dk28.5dk

)
+ εn log2 n

]
≤ 3 ·

[
210dk(n,ε,d) log2

(
210dk(n,ε,d))+ εn log2 n

]
= 3 ·

[( 1
3 log2 n

− ε
)
n log2

[( 1
3 log2 n

− ε
)
n

]
+ εn log2 n

]
≤ 3 ·

[( 1
3 log2 n

− ε
)
n log2 n+ εn log2 n

]
= n .

This yields a contradiction to Eq. (3.11).

3.4.3. Number of Degree-Bounded Planar Graphs: Proof of
Lemma 3.16

The number of degree-bounded planar graphs of size n is of order 2O(n) [49]. We
prove that there exist more than 2n 5-bounded planar graphs of size n for every
n ≥ 9 by bounding the size of the family Ln, which is defined as follows. See Fig. 3.2
for an illustration of the construction scheme.

Definition 3.18. Let n ≥ 9. Define ` := b(n − 7)/2c and V ′ := {u0, . . . , u`+2,

v`−1, . . . ,v`+2}. Let f : [`] → {0, 1} and g : [`] → {0, 1, 2} be two functions and let
Gf,g = (V ,E) denote the graph where V = V ′ if n is odd and V = V ′ ∪ {w} if n is
even and

E = {(ui, ui+1) | i ∈ {0, . . . , `+ 1} ∪ {(vi, vi+1) | i ∈ {−1, . . . , `+ 1}
∪ {(u1, v1), (u`+2, v`+2)} ∪ {(vi, ui+1) | i ∈ [`] ∧ f(i) = 1}
∪ {(vi, ui+2) | i ∈ [`] ∧ g(i) = 1} ∪ {(vi+1, ui+1) | i ∈ [`] ∧ g(i) = 2} .

The family Ln is defined as Ln := {Gf,g | f : [`]→ {0, 1}, g : [`]→ {0, 1, 2}} where
two isomorphic graphs Gf,g ∼= Gf ′,g′ are contained only once. �

Lemma 3.16 (repeated). Let d ≥ 5, n ≥ 9 and Pd,n be the family of d-bounded
planar graphs. It holds that |Pd,n| ≥ 2n, i.e., there are more than 2n pairwise
non-isomorphic, d-bounded, planar graphs.
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u0

v0

u1

v1

u2

v2v−1

u`+1

v`+1

u`+2

v`+2

u`

v`

u3

v3

Figure 3.2.: Model of a graph G ∈ Ln. Solid edges are present in every G. Dotted
edges (vi, vi+1) may be absent. At most one dashed edge from each pair
(vi, ui+2) and (vi, ui) may exist.

Proof. Without loss of generality assume that n is odd (the isolated node in graphs of
even size from Ln does not affect the following reasoning) and define ` := b(n− 7)/2c.
Let G1 := Gf1,g1 = (V ,E1) and G2 := Gf2,g2 = (V ,E2) be two graphs from Ln
where V := {u0, . . . , u`+2, v`−1, . . . , v`+2}. Although both graphs are defined on the
same set of nodes, we refer to the nodes of G2 as xi := ui and yi := vi to avoid any
ambiguity.

First, we prove that there is at most one isomorphism function h : V (G1)→ V (G2)
if G1 and G2 are isomorphic. Therefore, G1 and G2 are isomorphic iff f1 ≡ f2 and
g1 ≡ g2. We conclude the proof by showing that there are more than 2n distinct
pairs of functions f, g, which implies that 2n < |Ln| ≤ |Pd,n|.
We prove that if h : V (G)→ V (H) is an isomorphism function, then h(ui) = xi

and h(vi) = yi for all i and j, respectively. Suppose that G1 and G2 are isomorphic
and that h is an isomorphism function. There are exactly two nodes with degree
one in each graph from Ln, i.e., u0 and v−1. The node u1 attached to u0 has degree
three, and the node v0 attached to v−1 has degree two. Therefore, f must map the
nodes as follows: u0 → x0, u1 → x1, v−1 → y−1 and v0 → y0. Since there is only one
node attached to v0, it must also hold that f(v1) = y1 and f(u2) = x2.
We construct h incrementally and prove that it is defined uniquely. For this

purpose, we place red tokens on u2 and x2 and blue tokens on v1 and y1. In turn i,
we move the red token on G1 along the edge (ui+1, ui+2) and the blue token on G2

along (vi, vi+1). Then, we consider all possible movements of the tokens on G2 along
an edge such that h maps the nodes under tokens of the same color to each other
while maintaining an isomorphism. If h is still unique after ` turns, we have proved
that there is only one isomorphism function.

Consider turn i after moving the tokens on G1, i.e., let h(uj) = xj and h(vj−1) =
yj−1 be determined for j ≤ i+1 (see Fig. 3.3 on the following page). Regardless of the
value of f2(i), we cannot move the blue token on G2 to xi+1 because h−1(xi+1) = ui+1
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xi−1

yi−1

xi

yi

xi+1

yi+1

xi+2

yi+2

Figure 3.3.: In turn i, h(uj) = xj and h(vj−1) = yj−1 for all j ≤ i+ 1. Regardless of
f2 and g2, the red token (dashed border) has to be moved to xi+2 and
the blue token has to be moved to yi+1 in order to maintain h as an
isomorphism function. Some edges are omitted.

is determined already. If g2(i) = 1, we can move the blue token along (yi, xi+2). In
this case, the edge (xi+1, yi+1) does not exist, which means that we cannot move
the red token. If g2(i) = 2 and we move the red token along (xi+1, yi+1), the same
argument holds reversely, and we cannot move the blue token. Therefore, the only
option to keep h an isomorphism function is to move the red token to xi+2 and the
blue token to yi+1 such that h(ui+2) = xi+2 and h(vi+1) = yi+1.
The number of pairs (f, g) where f : [`] → {0, 1} and g : [`] → {0, 1, 2} is 2` · 3`.

Since two graphs Gf1,g1 and Gf2,g2 from Ln are isomorphic iff f1 ≡ f2 and g1 ≡ g2,
the size of Ln is at least

|Ln| = 2` · 3` = 2b
n−7

2 c · 3bn−7
2 c ≥ 2

n−8
2 · 2log2(3)n−8

2 > 2n .
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4. Further Results on k-Disk Vectors:
Beyond Hyperfinite Graphs

Besides the results that were discussed in the preceding chapter, there are many
more interesting aspects of k-disks and k-disk vectors. We discuss results regarding
three of them in this chapter.

In Section 4.1, we examine expander graphs, which constitute a dual to hyperfinite
graphs in a sense, and their k-disk vectors. In particular, we show that there exist
good expanders and well-separated graphs that share the same k-disk vector (see
Theorem 4.7). This result leads to some minor results on the feasibility of (normalized)
k-disks, i.e., which vectors in [0, 1]N appear as the normalized k-disk vector of a graph
or in the limit of a graph sequence, which are discussed in Section 4.2. Moreover, we
discuss the results of an empirical study of frequent k-disks from real world graphs
like social networks and road networks in Section 4.3.

4.1. Expansion and k-Disk Vectors

In Chapter 3, we considered hyperfinite graphs, which are weakly connected from a
global point of view because there is always a small fraction of their edges that can be
removed to obtain many independent connected components. This section, however,
deals with expander graphs, which are well connected graphs. The expansion of a
graph G is high if all subsets of at most |G|/2 nodes have a large boundary relative
to their size (cf. Definition 4.1 below). Expanders have many applications, e.g., in
communication network design, where a message shall spread from a single source to
a large number of participants quickly.

Understanding the relation between the expansion and the k-disk vector of a graph
might be helpful to obtain a result like Theorem 3.2 for expander graphs, i.e., explicit
upper bounds on the size of small graphs that have a normalized k-disk vector similar
to that of an expander graph of arbitrary size. For example, one might conjecture
that all graphs that look like trees (with inner node degree at least three) locally are
good expanders.
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4. Further Results on k-Disk Vectors: Beyond Hyperfinite Graphs

In this section, we show that there exist, for sufficiently large (and even) n, good
expanders as well as well-separated graphs of size n that have the same normalized
k-disk vector. In other words, whether a graph is an expander or not is related
to some information about its global structure, which is not covered by k-disks.
Therefore, one can generally not conclude whether a graph is a good expander graph
by looking at its k-disk vector only (see Theorem 4.7 for the precise statement):

Theorem. There exists n0 ∈ R such that for every even n ≥ n0 there exist two
graphs of size n with the same k-disk vector: one with expansion at least d/2−

√
d− 2

and one with expansion at most 4/n.

On the contrary, triangle-freeness can for example be tested by analyzing all k-disks
of a given graph. In the following, we give some definitions and results related to
expander graphs first. Then, we employ these to obtain the aforementioned result.

4.1.1. Preliminaries on Expander Graphs

The following definition of edge expansion belongs to the so-called combinatorial
characterizations of expansion. Loosely speaking, a graph is a good edge expander if
each subset of at most half the graph’s size has a large boundary.

Definition 4.1 (Edge expansion). The edge expansion of a graph G = (V ,E) is
defined as

h(G) := inf
{S|S⊂V ∧ 1≤ |S| ≤ |V |/2}

|∂S|
|S| . �

A graph G is called a c-expander (graph) iff h(G) ≥ c. We say that a sequence
of graphs is an c-expander (graph) sequence iff there exists a constant c > 0
such that all graphs of the sequence are c-expanders.
Graphs that are not connected are not expanders because there is always a

connected component of size at most |V |/2, and connected components have an
empty boundary. Therefore, a graph G that is not connected has edge expansion
h(G) = 0. However, this does not imply anything about the edge expansion of the
connected components itself.

Another combinatorial definition of expansion is node expansion (where the number
of edges on the boundary is replaced by the number of nodes on the outside of the
boundary), which is related to edge expansion by a factor of d for d-bounded graphs.
If the graph is d-regular, one can also give an algebraic characterization of expansion
based on the eigenvalues of the graph’s adjacency matrix. Refer to [23, 30] for surveys
about expander graphs and more details.
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We stick to edge expansion and point out the following relation instead. The edge
expansion of a regular graph is related to the spectral gap of its adjacency matrix,
i.e., the difference of the largest and the second largest eigenvalue. For any d-regular
graph, it is known that the former one equals∗ d. The following theorem is a discrete
version of a theorem by Cheeger [14] and Buser [12]. It has been proved by Dodziuk
[17] and Alon and Milman [4] independently .

Theorem 4.2 (Cheeger inequalities [4, 17]). Let G be a connected, d-regular
graph and let λ be the second largest eigenvalue of its adjacency matrix. Then,

d− λ
2 ≤ h(G) ≤

√
2d(d− λ) .

Random graphs are probability distributions over graphs. A well-known example
is the uniform distribution over all graphs of size n. In the following definition, we
consider the uniform distribution over all d-regular graphs of size n instead.

Definition 4.3 (Random d-regular graph). Let Fn,d be the family of all d-regular
graphs of size n where n or d is even. The uniform distribution over Fn,d is denoted
by Gn,d, i.e., each G ∈ Fn,d is assigned the probability 1/|Fn,d|. �

Alon [2] conjectured that, for large n, most random d-regular graphs are good
expanders (in terms of a small eigenvalue gap). Eventually, this has been proved by
Friedman [21].

Theorem 4.4 ([21]). Let ε > 0. Then, it holds with probability 1−o(1) that a graph
G drawn from Gn,d satisfies

|λi| ≤ 2
√
d− 1 + ε

for all 2 ≤ i ≤ n, where λi is the i-th largest eigenvalue of G.

Finite regular graphs contain cycles inevitably (if the degree is greater than one).
On the other hand, Wormald [52] has proved that, as n goes to infinity, a constant
fraction of all random regular graphs of size n contain no short cycles.

Theorem 4.5 ([52]). The girth of a graph drawn from Gn,d is at least g with
probability

exp

− g−1∑
i=3

(d− 1)i
2i + o(1)

 .

∗Proof: Let A be the adjacency matrix of a d-regular graph G on n nodes. Since the row sums of A
equal d, A~1 = d~1 where ~1 = (1, . . . , 1)T . Therefore, d is an eigenvalue of A. Let ~u = (u1, . . . , un)
be an eigenvector for the largest eigenvalue λ of A. Without loss of generality assume that at
least one entry of ~v is positive (otherwise consider −~v). Let j = arg maxi vi be the index of
the largest entry of ~v. Since (λ,~v) is an eigenpair and the row sums of A equal d, it holds that
λvj = (A~u)j ≤ dvj . Therefore, d is also the largest eigenvalue of A.
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The following k-disk is of special interest to us later.

Definition 4.6. The rooted tree where the distance from the root to each leaf is k
and each inner node is d-regular is denoted by ∆d,k. �

4.1.2. Expansion Information Is Lost in k-Disk Vectors

One might conjecture that graphs where all k-disks contain no cycles are good
expanders because there are no edges that can be changed in order to increase the
k-disk’s boundary while keeping the k-disk connected. This intuition is supported
by the fact that the infinite, d-regular tree T d, which complies with the condition
that all k-disks are trees, is a very good expander. Actually, it has edge expansion
d− 2 [cf. 30, Section 5.1]. This does not hold for finite trees, though. The separator
theorem for trees (see Theorem 2.19 on page 21) implies that, for every finite tree T ,
there exists a subtree T ′ of size at least |T |/3 such that the boundary ∂(V (T ′)) has
size at most d− 1, and therefore h(T ) ≤ 3d/|T |. Additionally, Alon [3] has proved
that there exists a constant c > 0 such that, for every positive integer d and n > 40d9,
h(G) ≤ d/2− c

√
d for every (finite) d-regular graph G on n nodes.

While every k-disk in T d is isomorphic to ∆d,k, this is not the case for any finite
tree, e.g., the k-disks of leaves are not isomorphic to ∆d,k. However, we will prove
that there exists, for sufficiently large and even n, a good expander of size n as
well as a well-separated graph of size n such that both have only k-disks that are
isomorphic to ∆d,k.

Theorem 4.7. For every ε > 0, d ≥ 3, and k ≥ 1 there exist two sequences
(Gi)i∈N and (H i)i∈N such that |Gi| = |H i| =: ni, ni < ni+1, freqk(Gi,∆d,k) =
freqk(H i,∆d,k) = 1 but h(Gi) ≥ d/2−

√
d− 1− ε whereas h(Hni) ≤ 4/ni for every

i ∈ N.
The proof of this theorem is based on the following two lemmas.

Lemma 4.8. For every ε > 0, d ≥ 3 and k ≥ 1, there exists an even integer ν :=
ν(k) > 0 and an expander sequence (Gi)i∈N such that |Gi| = ν+2i, freqk(Gi,∆d,k) = 1
and h(Gi) ≥ d/2−

√
d− 1− ε > 0 for every i ∈ N.

Lemma 4.9. For every d ≥ 3 and k ≥ 1 there exists a sequence of graphs (H i)i∈N
such that |Hi| = 2ν+4i (where ν := ν(k) is defined as in Lemma 4.8), freqk(H i,∆d,k) =
1 and h(H i) = 4/|H i| for every i ∈ N.

Since most of the claims in Theorem 4.7 are covered by the preceding lemmas, the
proof is a short deduction only. However, it remains to prove Lemmas 4.8 and 4.9.
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Proof of Theorem 4.7. Let (Gj)j∈N and (H i)i∈N be two sequences obtained from
Lemmas 4.8 and 4.9, respectively. If there exists j′ ∈ N for every i ∈ N such that
|Gj′ | = |H i|, we are done because all other claims hold for (Gj)j∈N and (H i)i∈N
independently of each other.

Define ν := ν(k) as in Lemma 4.8. We construct a sequence (Gj′)j′ by restricting
(Gj)j∈N to those Gj where j = j′(i) := 2i + ν/2 for some i ∈ N. To see that
|Gj′(i)| = |H i| for all i ∈ N, note that

|Gj′(i)| = ν + 2j′(i) = ν + 2(2i+ ν/2) = 2ν + 4i = |H i|

by Lemmas 4.8 and 4.9, respectively.

Proof of Lemma 4.8

We prove the existence of (Gi)i∈N from Lemma 4.8 by a probabilistic argument.
The following equivalence serves as a link between ∆d,k and the k-disks of random
d-regular graphs (see Theorem 4.5).

Lemma 4.10. Let d ≥ 3, k ≥ 1 and G be a d-bounded graph. Then, the girth
of G is at least 2k + 2 iff for all d-bounded k-disks ∆ that are not trees we have
freqk(G,∆) = 0.

Proof. Let G be a d-bounded graph with girth at least 2k + 2 and r ∈ G be an
arbitrary node. Since the distance between r and every node u ∈ diskk(G, r) is at
most k, the distance between to arbitrary nodes u, v ∈ diskk(G, u) is at most 2k.
We claim that there exist no cycles in diskk(G, r), i.e., diskk(G, r) is a tree. This is
certainly true for cycles of length less than 2k + 2 because the girth of G is at least
2k + 2. Suppose that there exists a cycle C ⊆ diskk(G, r) of length greater than or
equal to 2k + 2 in diskk(G, r). Pick an arbitrary edge (u, v) ∈ C (see Fig. 4.1a on
the following page). The distances between r and u and r and v are at most k. The
distance between u and v equals one. It follows that there exists a shorter cycle of
length at most 2k + 1 in diskk(G, r), which contradicts the fact that the girth of G
is at least 2k + 2.

Now, let G be a d-bounded graph and freqk(G,∆) = 0 for all d-bounded k-disks ∆
that are no trees. Assume that there exists a cycle C of length ` < 2k + 2 in G. Let
r ∈ C be an arbitrary node of this cycle. At least min(`, 2k) edges of C are contained
in diskk(G, r) as every path of length at most k that starts at r is contained in the
k-disk (see Fig. 4.1b). In particular, all nodes of C are also nodes of the k-disk
because ` ≤ 2k + 1. Since a k-disk is an induced subgraph, C ⊆ diskk(G, r), and
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therefore diskk(G, r) is not a tree. This contradicts the fact that all k-disks are
trees.

k ≥ ≤ k

u v

r

C

(a)

k ≥ ≤ k

r C

(b)

Figure 4.1.: (a) A cycle C ⊆ diskk(G, r) of length at least 2k + 2 induces a shorter
cycle of length at most 2k + 1. (b) If all k-disks are trees, there cannot
exist a cycle C of length at most 2k + 1 because for every r ∈ C,
diskk(G, r) would contain a cycle.

The following corollary of the preceding lemma is the actual result we use to prove
Lemma 4.8. We restrict the preceding lemma to the case where the graph is not only
d-bounded but also d-regular to obtain a stronger result.

Corollary 4.11. Let d ≥ 3 be an integer and G be a d-regular graph. Then, the
girth of G is at least 2k + 2 iff freqk(G,∆d,k) = 1.

Proof. Let G be a d-regular graph with girth at least 2k+2 and u ∈ G be an arbitrary
node. As shown in the proof of Lemma 4.10, diskk(G, r) is a tree. Since all nodes in
G have degree d, nodes in diskk(G, r) that have a degree less than d can only exist
because their neighborhood was not explored. Therefore, the distance between any
leaf of diskk(G, r) and the root r equals k. On the other hand, the distance between
any inner node of diskk(G, r) and the root r is at most k− 1, which means that all of
their d neighbors are part of the k-disk, too. Summing up, diskk(G, r) is a (rooted)
tree, all inner nodes have degree d and the distance between an arbitrary leaf and
the root is k, i.e., diskk(G, r) is isomorphic to ∆d,k.
Note that freqk(G,∆d,k) = 1 implies freqk(G,∆) = 0 for all d-bounded k-disks ∆

that are not trees. Therefore, the other direction follows immediately from Lemma 4.10.

Now, we use a probabilistic argument to prove Lemma 4.8, i.e., that there exists
an expander sequence that contains, for every n ∈ N, a graph Gn such that |Gn| ≥ n
and freqk(Gn,∆d,k) = 1. Essentially, we combine Theorems 4.4 and 4.5 and use
Corollary 4.11 to deduce the desired result.
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Lemma 4.8 (repeated). For every ε > 0, d ≥ 3 and k ≥ 1, there exists an even
integer ν := ν(k) > 0 and an expander sequence (Gi)i∈N such that |Gi| = ν + 2i,
freqk(Gi,∆d,k) = 1 and h(Gi) ≥ d/2−

√
d− 1− ε > 0 for every i ∈ N.

Proof. We show that, for every k ≥ 1, there exists an even integer ν ≥ 2 such that,
for every even n ≥ ν, there exists a d-regular graph on n nodes with girth at least
2k + 2. As Corollary 4.11 states, such a graph has the desired property. Let G be a
graph drawn from Gn,d. We define two events, Eexp and Egirth. Let Eexp denote the
event that |λ| ≤ 2

√
d− 1 + 2ε, where λ is the second largest eigenvalue of G, and let

Egirth denote the event that the girth of G is at least 2k + 2. If Eexp occurs, we have
that

h(G) ≥ d− λ
2 ≥ d− (2

√
d− 1 + 2ε)
2 ≥ d

2 −
√
d− 1− ε

by Theorem 4.2. If Pr(Eexp ∩ Egirth) > 0, then there exists at least one d-regular
graph on n nodes that is an expander and has girth at least 2k + 2.

By Theorem 4.5, there exists an even integer ν1 such that for all even n ≥ ν1,
the probability that a graph drawn from Gn,d has girth at least 2k + 2 is at least
p := exp(−1

2
∑2k+1
i=3 (d− 1)i/i− 1) > 0. On the other hand, it is likely that a large,

random d-regular graph is an expander. More precisely, it is stated by Theorem 4.4
that there exists an even integer ν2 such that for all even n ≥ ν2, the probability
that a graph drawn from Gn,d satisfies |λi(G)| ≤ 2

√
d− 1 + ε is at least 1− p/2. We

set ν := max(ν1, ν2). Then, for every even n ≥ ν, it holds that

Pr(Eexp ∩ Egirth) = Pr(Eexp) + Pr(Egirth)− Pr(Eexp ∪ Egirth)

≥ (1− p/2) + p− 1 ≥ p/2 > 0 .

In combination with Corollary 4.11, this implies that, for every ni ∈ {ν + 2i | i ∈ N},
there exists a d-regular graph Gi of size ni that satisfies freqk(Gi,∆d,k) = 1 and
h(G) ≥ d/2−

√
d− 1− ε.

Proof of Lemma 4.9

The expander graphs obtained from applying Lemma 4.8 can be used to construct
graphs that have very small edge expansion. The main idea is to join such a graph
with a copy of itself and cross an edge, i.e., swap one of its endpoints with the
corresponding endpoint in the other copy. First, we describe the construction and
prove its properties independently from the graphs obtained from Lemma 4.8.
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v1

u1

v2

u2

G′
1 G′

2

Figure 4.2.: The graph H. The nodes V (H) \ {u1, u2, v1, v2} are omitted.

Lemma 4.12. Let d ≥ 3, k ≥ 1 be integers and n be even. Let G be a connected
d-bounded graph on n/2 nodes such that G is not a tree, but no k-disk contains a
cycle. If G exists, then there exists a connected d-bounded graph H on n nodes such
that freqk(G) = freqk(H) and h(H) = 4/n.

Proof. Suppose that G exists. Otherwise, there is nothing to show. By the assumption,
there exists at least one cycle C in G. Pick an arbitrary edge (u, v) ∈ E from C,
and construct a new graph G′ = (V ,E\{(u, v)}) by deleting (u, v). Now, join
two copies G′1 and G′2 of G′ to obtain a graph G′′. Let f1 : V (G) → V (G′1) and
f2 : V (G) → V (G′2) be the functions that map a node w ∈ G onto its copy in G′1
and G′2, respectively. To simplify notation, we denote the two copies of an arbitrary
node x ∈ G by x1 := f1(x) and x2 := f2(x), respectively. Insert two edges (u1, v2)
and (u2, v1) into the joined graph G′′, and call the resulting graph H (see Fig. 4.2).

The edge expansion of H is h(G) = 2
n/2 = 4/n because the cut of G′1 in H has

size two. Furthermore, G′1 and G′2 are connected because G is connected and only a
single edge from a cycle was deleted in G′1 and G′2, respectively. The latter graphs
were joined by two edges to obtain H, and therefore H is connected. It remains to
prove that freqk(G) = freqk(H).

Let r ∈ G be an arbitrary node. We show that diskk(G, r) ∼= diskk(H, r1).
Since H contains a (non-trivial) automorphism, this is equivalent to diskk(G, r) ∼=
diskk(H, r2). We define a mapping f : V (diskk(G, r))→ V (diskk(H, r1)) as follows.
Let x ∈ diskk(G, r). If x1 ∈ diskk(H, r1), then define f(x) := x1. Otherwise, set
f(x) := x2. Clearly, f is injective. To see that f is surjective, observe that

x ∈ diskk(G, r)⇔ x1 ∈ diskk(H, r1) ∨ x2 ∈ diskk(H, r1)
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because for every edge (y, z) ∈ G there exist

either (y1, z2), (y2, z1) ∈ H if (y, z) = (u, v)

or (y1, z1), (y2, z2) ∈ H otherwise.

In other words, all paths from the root of diskk(G, r) to one of its nodes x can be
mapped to a path from the root of diskk(H, r1) to x1 or x2 of the same length and
vice versa. However, x1 and x2 are not contained in diskk(H, r1) simultaneously.
Actually, the following stronger version of this statement, which we will prove later,
holds.

Claim 4.13. Let (x, y) ∈ {(z, z) | z ∈ V (G)} ∪ E(G) \ {(u, v)}. It holds that
x1 /∈ diskk(H, r1) or y2 /∈ diskk(H, r1).

We show that (x, y) ∈ diskk(G, r) ⇔ (f(x), f(y)) ∈ diskk(H, r1) next. By the
above reasoning, we have already shown that

(x, y) ∈ diskk(G, r)⇒ (f(x), f(y)) ∈ diskk(H, r1) ∀(x, y) : min(d(r, x),d(r, y)) < k.

We conclude that this is also true for all solely induced edges, i.e., (x, y) ∈ diskk(G, r)
where d(r, x) = d(r, y) = k because there is no such edge in any k-disk of G: it would
induce a cycle of length at most 2k + 1.

Conversely, let (f(x), f(y)) ∈ diskk(H, r1) be an arbitrary edge. In diskk(H,w1),
there exist two paths P f(x) and P f(y) from r1 to f(x) and f(y), respectively. These
paths can be mapped to two paths P x and P y of the same length in diskk(G, r) by
the construction of f . Therefore, we have that (x, y) ∈ diskk(G, r).

It follows that, for every k-disk diskk(G, r)), we have diskk(G, r)) ∼= diskk(H, r1)) ∼=
diskk(H, r2)). Therefore, freqk(H) = 2 · distk(G) /(2n) = freqk(G).

Proof of Claim 4.13. Assume that x1 ∈ diskk(G, r). The distance of u2 and v2 in H
is at least 2k + 1 by Lemma 4.10 (otherwise, there would exist a cycle of length at
most 2k + 1 in G). Therefore, there exists a path P x1 from r1 to x1 in diskk(H, r1)
that contains neither (u1, v2) nor (u2, v1) (see Fig. 4.3 on the next page). This
implies that there exists a path P x from r to x of length at most k in diskk(G, r)
that does not contain (u, v). Now, assume that y2 ∈ diskk(H, r1), too. This implies
that there exists another path P y2 from r1 to y2 of length at most k in diskk(H, r1)
that contains (u1, v2) or (u2, v1). Again, this implies that there exists a path P y in
G in diskk(G, r) that contains (u, v). The two paths P x and P y induce a cycle of
length at most 2k + 1 because their start points are equal and their end points are
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equal or adjacent. By Lemma 4.10, we have that the girth of G is at least 2k + 2,
which yields a contradiction.

u1

v2
G′

1 G′
2

r1

x1

y2

P x1

P y2

Figure 4.3.: The path P x, which connects r1 and x1, and the path P y, which connects
r1 and y2 (in this example, the edge (u1, v2) is contained in P y).

Combining Lemmas 4.8 and 4.12, we conclude that there exists a sequence of
graphs that contains, for sufficiently large and even n ∈ N, a graph Hn such that
|Hn| ≥ n, freqk(Hn,∆d,k) = 1 and h(Hn) ≤ 4/|Hn|.
Lemma 4.9 (repeated). For every d ≥ 3 and k ≥ 1 there exists a sequence of
graphs (H i)i∈N such that |Hi| = 2ν+4i (where ν := ν(k) is defined as in Lemma 4.8),
freqk(H i,∆d,k) = 1 and h(H i) = 4/|H i| for every i ∈ N.
Proof. Let i ∈ N and H ′i be a graph of size ν + 2i obtained from applying Lemma 4.8,
i.e., freqk(H ′i,∆d,k) = 1 and h(H ′i) > 0. It is connected because it has edge expansion
greater than zero, and it contains at least one cycle because it is finite and d-regular.
Therefore, the graph H ′i meets the requirements of Lemma 4.12, and we can use it
to obtain a graph H i of size 2 · (ν + 2i) = 2ν + 4i with the desired properties.

4.2. Feasibility of k-Disks

The result of the preceding section poses an interesting question that is not necessarily
related to expander graphs. Consider a finite tree T : a k-disk centered at an
inner node and a k-disk centered at a leaf are not isomorphic. However, as shown
by Lemma 4.8, there exist finite graphs such that all k-disks in these graphs are
trees and pairwise isomorphic. This leads to the more general question which
k-disks can be the only k-disk that is present in the limit of a graph sequence. In
other words, given a k-disk ∆, does there exist a graph sequence (Gi)i∈N such that
limi→∞ freqk(Gi,∆) = 1? For example, the most frequent k-disk in large grids
satisfies this (see Section 1.1). However, we do not restrict ourselves to planar or
hyperfinite graphs but consider k-disks of all degree-bounded graphs. A related
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problem is to describe the set of (normalized) k-disk vectors of all degree-bounded
graphs, i.e., the maximal set of vectors where every element is the k-disk vector of at
least one degree-bounded graph. We denote the set of normalized k-disk vectors of
all d-bounded graphs by Dd,k, i.e., Dd,k := {freqk(G) | G is a d-bounded graph}. In
Sections 4.2.1 and 4.2.2, we discuss some minor results regarding the aforementioned
aspects of k-disk vectors and k-disk distributions.

4.2.1. Limits of k-Disk Distributions

Some special points on the border of Dd,k are those k-disk vectors where the i-th
entry equals one and all other entries equal zero for some i. The following result
yields a necessary condition that must hold for all k-disks that can appear as the
only non-zero entry in the limit of the normalized k-disk vector of a graph sequence.

Theorem 4.14. Let d, k ≥ 0 and ∆ be a d-bounded k-disk. If there exists a d-bounded
graph sequence (Gi)i∈N such that limi→∞ freqk(Gi,∆) = 1, then there exists a rooted
d-bounded graph sequence (H i, ri)i∈N such that the k-disks of all nodes v ∈ H i with
distance to ri at most i are isomorphic to ∆ for every i ∈ N.
Proof. Assume that there exists some j ∈ N such that there exists no rooted graph
(Hj , rj) where all nodes with distance to rj at most j are isomorphic to ∆. We
prove that there exists c > 0 such that freqk(G,∆) ≤ 1 − c for every d-bounded
graph G. Therefore, there exists no d-bounded graph sequence (Gi)i∈N such that
limi→∞ freqk(Gi,∆) = 1.

Let G = (V ,E) be a d-bounded graph. By the preceding assumption, there exists
a function f : V → V that maps a node u to a node v such that diskk(G, v) � ∆ and
the distance between u and v is at most j. For every v ∈ V , the number of nodes
that map to v is at most 3dj/2 by Observation 3.8 on page 35. Therefore, the image
of f is of size at least 2n/(3dj). It follows that freqk(G,∆) ≤ 1 − 2/(3dj) ≤ 1 − c
where c = 2/(3dj) > 0.

Consider an n× n grid graph Gn×n. Adding a border around the border of Gn×n
yields an (n + 2) × (n + 2) grid graph. Since this newly added border is small in
relation to the whole graph, the fraction of k-disks whose roots have distance at least
k to the border – and therefore the fraction of pairwise isomorphic k-disks in the
graph – is increased. The border expansion of a rooted graph (G, r) on level i is the
fraction of nodes with distance i to r among all nodes with distance at most i to r.

Definition 4.15 (Border expansion). Let (G, r) be a rooted graph. Denote the
size of the i-th level of G by n(i) := |{u ∈ G | d(r, u) = i}|. The border expansion of
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G on level ` is defined as
bG(`) = n(`)∑`−1

i=0 n(i)
. �

This leads to the following sufficient condition, which is based on a small border
expansion of a graph sequence, e.g., as it is considered in Theorem 4.14.

Theorem 4.16. Let d, k ≥ 0 and ∆ be a d-bounded k-disk. If there exists a rooted
d-bounded graph sequence (H i, ri)i∈N such that limi→∞ bHi(i+ 1) = 0 and, for every
i ∈ N, all nodes u ∈ H i with d(ri, u) ≤ i are isomorphic to ∆, then there exists a
d-bounded graph sequence (Gi)i∈N such that limi→∞ freqk(Gi,∆) = 1.

Proof. For every graph H i, we construct a graph Gi from H i by removing all nodes
that have distance to ri at least i + k + 1. Let ni(j) := |{u ∈ Gi | d(ri, u) = j}|
denote the size of the j-th level of Gi. By Observation 3.8 on page 35, at most
3d(k−1)/2 · ni(i+ 1) nodes have distance at least i+ 1 to ri. The k-disks of all nodes
that have distance at most i to ri are isomorphic to ∆. Therefore, the k-disks that
are potentially not isomorphic to ∆, ∑i+k

j=i+1 ni(j), are outnumbered by k-disks that
are surely isomorphic to ∆, ∑i

j=0 ni(j), as i goes to infinity.

lim
i→∞

∑i+k
j=i+1 ni(j)∑i
j=0 ni(j)

≤ lim
i→∞

3d(k−1)

2 bGi(i+ 1) = lim
i→∞

3d(k−1)

2 bHi(i+ 1) = 0 .

Even if a k-disk ∆ satisfies Theorem 4.16, there is not necessarily an intuitive way
to grow it like there is for k-disks that are subgraphs of grid graphs. For example,
recall the k-disk ∆d,k:

Definition 4.6 (repeated). The rooted tree where the distance from the root to
each leaf is k and each inner node is d-regular is denoted by ∆d,k. �

It is tempting to consider the graph sequence (H i)i∈N where H i := ∆d,i+k because
it meets the requirements of Theorem 4.14. However, if d ≥ 3, the number of leaves
of H i is at least |H i|/2 for every i ∈ N, which does not sustain Theorem 4.16. This
implies that limi→∞ freqk(Gi,∆d,k) < 1. On the other hand, Lemma 4.8 states that
there exists a finite graph G such that even freqk(G,∆d,k) = 1 holds.

4.2.2. The Set of k-Disk Vectors

It is not too obvious how to describe Dd,k explicitly. The following result can, however,
be used to compute an explicit approximation of Dd,k as a polytope. It states that
the set of all k-disk vectors is ε-dense in its convex hull for every ε > 0.
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4.3. Experimental Analysis

Lemma 4.17. Let ε > 0, δ ∈ [0, 1], d ≥ 0, k ≥ 0 and G1, G2 be two d-bounded graphs.
Then, there exists a d-bounded graph H such that∣∣∣∣∣∣freqk(H)− [δ · freqk(G1) + (1− δ) · freqk(G2)

]∣∣∣∣∣∣
1
≤ ε .

Proof. This proof is a simplified version of the proof of Lemma 3.7 on page 33, which
employs the same idea. Let F be the family of all graphs and set N := NF(d, k).
Choose c ∈ N such that c ≥ 2N/ε. Join bδcc · |G2| copies of G1 with d(1− δ)ce · |G1|
copies of G2 and denote the resulting graph by H. We have that

freqk(H) = 1
c · |G1| · |G2|

·
(
bδcc · |G2| · distk(G1) + d(1− δ)ce · |G1| · distk(G2)

)
= bδcc

c
· freqk(G1) + d(1− δ)ce

c
· freqk(G2) .

Therefore, it holds that∣∣∣∣∣∣freqk(H)− [δ · freqk(G1) + (1− δ) · freqk(G2)
]∣∣∣∣∣∣

1

≤
∣∣∣∣∣∣∣∣(bδccc − δ

)
· freqk(G1) +

(d(1− δ)ce
c

− (1− δ)
)
· freqk(G2)

∣∣∣∣∣∣∣∣
1

≤
∣∣∣∣∣∣∣∣1c · (freqk(G1) + freqk(G2))

∣∣∣∣∣∣∣∣
1
≤ 2N/c ≤ ε .

To obtain an explicit approximation of Dd,k, one can compute the k-disk vectors of
all d-bounded graphs of size at most MF (ε, d, k), where F is the family of all graphs,
and construct its convex hull, which is a polytope. In Chapter 5, we discuss another
possible approach that yields an approximation of Dd,k.

4.3. Experimental Analysis

While previous sections dealt with theoretical results about k-disks and k-disk
distributions, this section is about the results of experiments conducted to examine
k-disks in real graph instances. As mentioned in Chapter 1, k-disks often serve as
a means to an end, e.g., in property testing. Besides, k-disks constitute a single
node’s view on its local surroundings by itself. For example, it might be helpful to
sample k-disks and analyze them to gain knowledge of friendship relations in a social
network.
Without any further steps taken, this approach is particularly promising if k is

small such that there is a good chance that some k-disks appear often in the graph,
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4. Further Results on k-Disk Vectors: Beyond Hyperfinite Graphs

say, for more than 5% of its nodes. Therefore, the experiments in this section are
carried out with the following questions in mind:

1. Does the graph have frequent k-disks? For example, one might conjecture that
about 75% of the 1-disks in a road network graph represent 4-way intersections
(nodes with degree four). On the other hand, it is not clear whether there are
also 2- or 3-disks with a frequency of more than, say, 1%.

2. What informations can be obtained from the k-disk vector? The answer to this
question is very specific to the actual graph. However, it should give an idea of
the type of information one may obtain by examining local neighborhoods of a
graph.

4.3.1. Setup

For each graph, the following experiment is conducted for various k and sample
size σ: A total of σ nodes is sampled from the input graph and their k-disks are
determined. For each isomorphism type, the number of occurrences is recorded.

We examine all k-disks ∆ that have a frequency of at least 5%, i.e., at least 5% of
the sampled k-disks are isomorphic to ∆. Ideally, one would calculate the frequency
of each k-disk from the whole input graph to answer the questions above. However,
examining large graphs and counting their k-disk isomorphism types places high
demands on memory and computing capacities. Most graph libraries require that a
graph is loaded into the main memory before even simple operations (e.g., querying
the existence of an edge) can be performed. Additionally, all k-disk isomorphism
types that were encountered so far have to be stored.

Checking whether a sampled k-disk is isomorphic to a previously sampled one can
be an expensive operation. Although running an algorithm to check if two k-disks
are isomorphic can often be avoided (e.g., by comparing the number of nodes that
have distance ` to the root for all ` ≤ k), it is unavoidable sometimes. Since the
computational complexity of graph isomorphism has not been determined in general
yet (it is not known whether it belongs to P or is NP-complete), there are no efficient
algorithms known. Therefore, it is difficult to examine and compare all k-disks in
a graph. The results in this section have been obtained by using the Boost Graph
Library†, which is a well-established graph library that provides an implementation
of a graph isomorphism algorithm.
We present results for six graphs provided by SNAP [34]:
†http://www.boost.org/
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4.3. Experimental Analysis

Graph Number of nodes Number of edges
com-Amazon 3.3 · 105 9.3 · 105

com-DBLP 3.2 · 105 1.0 · 106

com-YouTube 1.1 · 106 3.0 · 106

roadNet-CA 2.0 · 106 2.8 · 106

roadNet-PA 1.1 · 106 1.5 · 106

roadNet-TX 1.4 · 106 1.9 · 106

Table 4.1.: Graphs from [34] used in the experiments

com-Amazon is a co-purchasing network obtained from Amazon‡. Each node repre-
sents a product. Two nodes are connected iff they are frequently purchased
together.

com-DBLP is a co-authorship network graph obtained from the computer science
bibliography DBLP§. Each node represents an author of a publication. Two
nodes are connected iff the corresponding authors have published together.

com-YouTube is a friendship network obtained from YouTube¶. Each node repre-
sents a member of YouTube. Two nodes are connected iff the corresponding
members have declared their friendship.

road-CA, road-PA and road-TX are the road networks of California, Pennsylvania
and Texas, respectively. Each node represents an intersection or an endpoint
of a road. Two nodes are connect iff there exists a road connecting these
intersections or endpoints, respectively.

All graphs are connected. See Table 4.1 for the number of nodes and edges, respec-
tively. The maximum node degrees of the datasets com-Amazon, com-DBLP and
com-YouTube are not bounded by a small constant, e.g., less than 100. On the
other hand, the degrees of the road networks road-CA, road-PA and road-TX are
bounded because intersections where more than, say, six roads meet are unfavorable.
Moreover, road networks are planar except for a few tunnels and bridges. Therefore,
these graphs can be safely considered as being hyperfinite and almost planar.

We give results for k ∈ {1, 2, 3} for all graphs except com-YouTube. Experiments
for com-YouTube were only performed for k ∈ {1, 2} due to limited memory (8GB
main memory). The sample size is σ = 1 000. Therefore, the probability that the
‡http://www.amazon.com/
§http://dblp.uni-trier.de/
¶http://www.youtube.com/
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4. Further Results on k-Disk Vectors: Beyond Hyperfinite Graphs

(measured) frequency of a k-disk that is centered at 5% (50%) of all nodes is between
3% and 7% (45% and 55%) is more than 99.5% by the p-value of the corresponding
Bernoulli experiment.

4.3.2. Results

In addition to the condensed information depicted by the figures in this section, more
details can be found in Appendix A.

Frequent k-Disks

For k = 1, the sample sets of all graphs contain k-disks whose frequency is at least
5% (see Fig. 4.4 on page 64 and Table 4.2). However, the distribution of (measured)
probability mass among the most frequent k-disks differs. About half of the k-disks
sampled from com-YouTube and the road networks are isomorphic. On the other
hand, half of the probability mass is scattered across the 14 and 4 most frequent
k-disks of com-Amazon and com-DBLP, respectively.
For k = 2, only com-YouTube and the road networks have frequently sampled

k-disks (see Fig. 4.5a and Table 4.2). The top three k-disks bind about 10% and
20% of the total probability mass, respectively. However, the remaining probability
mass spreads widely. The significance of the most frequent k-disks is even smaller
for k = 3, where 10% of the probability mass is distributed to the approximately
four most frequent k-disks of the road networks (see Fig. 4.5b). All 3-disks that were
sampled from com-Amazon and com-DBLP have a frequency of less than 1%.

Information Retrieved From Frequent k-Disks

The following information can be read directly from the most frequent 1-disks without
any further efforts (see Table 4.2). About 7% of the products from the com-Amazon
dataset are often co-purchased with exactly one other product, another 7% are co-
purchased with two other products, which however are not frequently co-purchased.
Approximately 16% of the authors from com-DBLP have published papers with
one other author only. 14% (13%, 7%, 4%) have only published papers with the
same 2 (3, 4, 5) co-authors and possibly some papers with a subset of them. Most
users (54%) from com-YouTube have listed only one friend and about 11% have
listed (exactly) two friends. Almost half of the junction points (42%) in road-CA
are T-junctions, i.e., 3-way intersections. 15% are 4-way intersections and another
15% are end points. Among the 2-disks, 12% of the junction points are end points of
dead ends that are connected to another street by a T-junction. There are no 3-disks
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4.3. Experimental Analysis

that account for more than 5% of the sampled nodes. The results for road-PA and
road-TX are similar.

4.3.3. Evaluation

All tested graphs contain frequent 1-disks. However, the number of such k-disks as
well as their frequency decreases for k = 2 and k = 3 by comparison to the case k = 1.
Even road networks, which are composed of a small number of local structures, do
not feature any 3-disks that were sampled with a frequency of more than 5%. The
present results raise the question whether the probability mass that can be assigned
to a single k-disk is bounded for some (common) families of graphs. This question is
not answered by the experiments and may be subject to further studies.

In summary, some information about the very local structure of the tested graphs
can be obtained from the sampled 1-disks and their frequency for free. However, even
for 2-disks and the planar road networks this informations is limited. This limitation
is likely due to the fragility of isomorphism: changing a single edge can already
break isomorphism between two graphs. One can possibly overcome this problem
by defining a graph parameter function, i.e., a (typically non-injective) function
that maps each k-disk to a feature vector. For example, one can map a k-disk to
the number of nodes with distance three to the root and apply this function to the
k-disks sampled from com-YouTube to examine the number of friends of third degree.
However, defining such a function requires some idea of what shall be analyzed, while
interpreting sampled k-disks does not.
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Figure 4.4.: Ranks of the ten most frequent 1-disks that were sampled from each
dataset are plotted against their actual frequencies. Lines connecting
the points are provided for visual guidance.
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Figure 4.5.: Ranks of the five most frequent (a) 2-disks and (b) 3-disks that were
sampled from each dataset are plotted against their actual frequencies.
Lines connecting the points are provided for visual guidance.
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1-disks 2-disks
freq. edg. lvl.1 freq. edg. lvl.1 lvl.2

com-Amazon 0.07 1 1 0.01 3 1 2
0.07 2 2 0.01 2 1 1
0.06 4 3 < 0.01 4 1 2
0.04 3 3 < 0.01 4 1 3
0.04 3 2 < 0.01 6 1 3

com-DBLP 0.16 1 1 0.01 2 1 1
0.14 3 2 < 0.01 7 2 3
0.13 6 3 < 0.01 9 2 3
0.07 10 4 < 0.01 4 1 2
0.04 15 5 < 0.01 7 3 1

com-YouTube 0.54 1 1 0.04 2 1 1
0.11 2 2 0.03 3 1 2
0.05 3 3 0.02 4 1 3
0.04 3 2 0.01 5 1 4
0.02 5 5 0.01 12 1 11

road-CA 0.42 3 3 0.12 3 1 2
0.15 4 4 0.04 4 1 3
0.15 1 1 0.04 7 3 4
0.10 2 2 0.03 9 3 6
0.09 4 3 0.02 6 2 4

road-PA 0.42 3 3 0.10 3 1 2
0.18 1 1 0.04 7 3 4
0.17 4 4 0.03 4 1 3
0.08 2 2 0.02 9 3 6
0.07 4 3 0.02 8 3 5

road-TX 0.41 3 3 0.12 3 1 2
0.18 1 1 0.05 7 3 4
0.15 4 4 0.04 9 3 6
0.09 4 3 0.03 4 1 3
0.09 2 2 0.03 8 3 5

Table 4.2.: The five most frequent 1- and 2-disks in a sample of size 1 000 drawn from
each dataset uniformly at random. For each k-disk, the frequency (freq.),
the number of edges (edg.) and the number of nodes that have distance
x to the root (lvl.<x>) are stated. The k-disk are sorted according
to their frequency (ties broken arbitrarily). If „< 0.01“ is indicated in
the frequency column, the value would have been rounded to zero. See
Appendix A for more details and the case k = 3.
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5. Discussion

In this thesis, we have discussed various results related to graphs and their k-disks.
The main result is related to a conjecture by Lovász, which has been proved by Alon:
for every d-bounded graph G, k ∈ N and ε > 0, there exists a small graph H such
that |H| is constant in terms of |G| and ||freqk(G)− freqk(H) ||1 < ε. However, the
proof does not imply an effective bound on the size of H.

We have given explicit upper bounds of order O(d3k+2 27.5dk/ε4) on the size of
H if G is planar in Chapter 3. Moreover, we have generalized this bound to
O(NF(d, k) · ϕ(ε / (9dk)) / ε2) for any family F of ϕ(·)-hyperfinite graphs. Since
not all graphs are hyperfinite in practice (e.g., it is preferable that communication
networks are not hyperfinite), it is a major open problem to find such bounds for
other types of graphs as well. A natural enhancement would be to prove bounds
for expander graphs. Expander graphs are somewhat dual to hyperfinite graphs:
they are, in contrast, globally connected and cannot be decomposed into relatively
independent subgraphs. Therefore, it seems very unlikely that the idea of the proof
for planar graphs, i.e., splitting the graph into small components by removing only
a small fraction of its edges, can be extended to expander graphs. Nevertheless, it
might be possible to combine bounds on hyperfinite graphs and expanders graphs to
obtain bounds for (more) general graphs by distinguishing between hyperfinite and
expander parts.

As mentioned earlier, k-disk vectors describe the distribution of local neighborhoods
of a graph. It has been proved by Newman and Sohler [44] that two planar graphs with
similar k-disk vectors can be transformed into each other by changing only a constant
fraction of their edges. Focusing on a single graph, we have given a lower bound
on k when a graph of size n is encoded by a k-disk vector and εn edge operations
for a restricted choice of ε. The restriction is imposed by the encoding argument we
have used. A valuable improvement would be to eliminate this restriction, i.e., prove
the result for ε ∈ (0, 1] for every d-bounded planar graph. Again, it would also be
interesting to extend this result to other families of graphs such as hyperfinite – or
even more general – graphs.
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In Chapter 4, we have analyzed the relation between graphs and their k-disks.
First, we have directed our attention to the k-disks of some graphs that contain no
short cycles and these graph’s expansion. We have shown that there exist graphs
with good and weak expansion properties that share the same k-disk vector. In
other words, the k-disk vector of a degree-bounded graph G contains only very little
information about the expansion of G in general. However, there remain many
things regarding expander graphs and their k-disks one might be interested in, e.g.,
which k-disks can only appear rarely (e.g., subgraphs of grids) or if most k-disks of
expander graphs must fulfill certain conditions.

In a more general context, we have proved some minor results regarding the set of
d-bounded k-disk vectors. Finding a way to compute an approximation of (a part
of) this set would help to construct an algorithm that, given a k-disk vector ~u and
ε > 0, decides if there exists a graph G such that ||freqk(G)− ~u||1 < ε (and possibly
constructs G if it exists). For example, one might come up with an algorithm that,
given a vector ~s ∈ RN , constructs a graph G that minimizes 〈~s, freqk(G)〉 and apply
scalarization techniques known from multiple objective integer programming: using
various vectors ~s, such an algorithm can be used to discover nodes on the boundary
of a convex set. Since Dd,k is ε-dense in its convex hull for every ε > 0, these nodes
might be used to approximate Dd,k by the intersections of half spaces, i.e., a polytope
(see Fig. 5.1 on the following page). An overview of common scalaraization techniques
is, e.g., provided by Ehrgott [18].

We have also discussed a necessary and a sufficient condition for k-disks ∆ that can
appear as the only k-disk in the limit of a graph sequence. The sufficient condition is
based on the natural idea of growing a graph such that only the k-disks of new nodes
are not isomorphic to ∆. However, to obtain a necessary and sufficient condition
from this approach, one needs to deal with possibly large growth rates. Overall, it
seems essential to gain a better understanding of how k-disks can be put together to
assemble a global structure, e.g., long cycles.
Apart from the aforementioned theoretical results, we have discussed the results

of some experiments to analyze the k-disks of some real-world graphs. In particular,
we have studied whether the probed networks contain frequent k-disks and, if they
do, whether these k-disks contain useful (structural) information. Briefly speaking,
there exists a set of a couple of 1-disks that are centered at more than five percent
of a graph’s nodes for all tested graphs. This is not the case for k = 2 and every
tested graph anymore. For k ≥ 3, there is no k-disk with a frequency of at least
five percent for any of the tested graphs. However, all frequent k-disks that have
been found contain some meaningful information about the local structure of the
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conv(Dd,k)

Figure 5.1.: A part of the convex hull of Dd,k is approximated by a polytope to test
whether ~u is close to a feasible k-disk vector. The testing algorithm
answers yes iff ~u lies inside of the polytope. The answer is wrong only if
~u lies in the blue area between the border of conv(Dd,k) and the border
of the polytope.

data that is represented by its corresponding graph. For example, the majority of
the authors from the com-DBLP dataset has published only within one group of
coauthors, i.e., the same people, which have published all together for at least one
time. One can extend this approach by, e.g., using graph parameter functions to
extract informations from k-disk for large(r) k. Therefore, k-disks might serve a
purpose similar to other models of local structure, e.g., motifs [43].
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A. Results of the Experiments

The following tables provide details about the results of the experiments described
in Section 4.3. For each k-disk, the proportion of the whole sample set (freq.),
its number of edges (edg.) and the number of nodes with distance x to the root
(lvl.<x>) are indicated. The k-disk are sorted according to their frequency (ties
broken arbitrarily). If „< 0.01“ is indicated in the frequency column, the value would
have been rounded to zero.

com-Amazon
1-disks 2-disks 3-disks

freq. edg. lvl.1 freq. edg. lvl.1 lvl.2 freq. edg. lvl.1 lvl.2 lvl.3
0.07 1 1 0.01 3 1 2 < 0.01 389 2 51 141
0.07 2 2 0.01 2 1 1 < 0.01 37 5 3 9
0.06 4 3 < 0.01 4 1 2 < 0.01 1 197 17 104 500
0.04 3 3 < 0.01 4 1 3 < 0.01 155 6 6 51
0.04 3 2 < 0.01 6 1 3 < 0.01 73 4 9 19
0.03 5 3 < 0.01 12 2 5 < 0.01 88 11 9 13
0.03 6 4 < 0.01 5 1 4 < 0.01 77 10 11 3
0.03 5 4 < 0.01 5 2 3 < 0.01 243 5 23 78
0.03 7 4 < 0.01 5 3 1 < 0.01 636 3 51 256
0.03 6 3 < 0.01 4 2 1 < 0.01 670 5 16 313
0.02 10 4 < 0.01 7 3 4 < 0.01 113 3 19 35
0.02 8 4 < 0.01 7 1 5 < 0.01 375 1 47 72
0.02 9 4 < 0.01 71 5 25 < 0.01 43 2 7 7
0.02 14 5 < 0.01 5 1 3 < 0.01 838 3 103 185
0.02 4 4 < 0.01 24 6 2 < 0.01 143 4 11 53
0.01 6 5 < 0.01 51 8 20 < 0.01 35 1 7 6
0.01 13 5 < 0.01 35 5 11 < 0.01 817 5 53 313
0.01 15 5 < 0.01 78 15 30 < 0.01 62 2 11 21
0.01 9 5 < 0.01 37 3 13 < 0.01 103 5 16 31
0.01 6 4 < 0.01 154 7 76 < 0.01 129 4 22 39

Table A.1.: The twenty most frequent k-disks in a sample of size 1 000 drawn from
com-amazon uniformly at random.
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com-DBLP
1-disks 2-disks 3-disks

freq. edg. lvl.1 freq. edg. lvl.1 lvl.2 freq. edg. lvl.1 lvl.2 lvl.3
0.16 1 1 0.01 2 1 1 < 0.01 860 1 35 332
0.14 3 2 < 0.01 7 2 3 < 0.01 15 5 1 1
0.13 6 3 < 0.01 9 2 3 < 0.01 6 370 17 139 1 805
0.07 10 4 < 0.01 4 1 2 < 0.01 957 1 30 335
0.04 15 5 < 0.01 7 3 1 < 0.01 35 2 11 12
0.03 21 6 < 0.01 7 1 3 < 0.01 2 503 2 36 474
0.02 28 7 < 0.01 6 1 4 < 0.01 4 615 9 100 1 245
0.02 4 3 < 0.01 11 1 4 < 0.01 198 2 35 71
0.01 5 3 < 0.01 15 1 7 < 0.01 777 6 26 169
0.01 2 2 < 0.01 8 1 4 < 0.01 799 2 24 253

Table A.2.: The ten most frequent k-disks in a sample of size 1 000 drawn from
com-DBLP uniformly at random.

com-YouTube
1-disks 2-disks

freq. edg. lvl.1 freq. edg. lvl.1 lvl.2
0.54 1 1 0.04 2 1 1
0.11 2 2 0.03 3 1 2
0.05 3 3 0.02 4 1 3
0.04 3 2 0.01 5 1 4
0.02 5 5 0.01 12 1 11
0.02 4 3 0.01 6 1 5
0.02 4 4 0.01 8 1 7
0.01 5 4 0.01 10 1 9
0.01 7 6 0.01 21 144 1 9 761
0.01 6 4 < 0.01 8 1 6

Table A.3.: The ten most frequent k-disks in a sample of size 1 000 drawn from
com-YouTube uniformly at random.
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road-CA
1-disks 2-disks 3-disks

freq. edg. lvl.1 freq. edg. lvl.1 lvl.2 freq. edg. lvl.1 lvl.2 lvl.3
0.42 3 3 0.12 3 1 2 0.03 7 1 2 4
0.15 4 4 0.04 4 1 3 0.02 5 1 2 2
0.15 1 1 0.04 7 3 4 0.01 8 1 2 4
0.10 2 2 0.03 9 3 6 0.01 8 1 2 5
0.09 4 3 0.02 6 2 4 0.01 1 1 0 0
0.06 5 4 0.02 10 3 6 < 0.01 9 1 2 5
0.01 6 4 0.01 8 3 4 < 0.01 6 1 2 3

< 0.01 6 4 0.01 5 1 3 < 0.01 36 4 8 12
< 0.01 3 2 0.01 11 3 7 < 0.01 8 1 2 4
< 0.01 5 3 0.01 8 3 5 < 0.01 13 3 4 6

Table A.4.: The ten most frequent k-disks in a sample of size 1 000 drawn from
road-ca uniformly at random.

road-CA
1-disks 2-disks 3-disks

freq. edg. lvl.1 freq. edg. lvl.1 lvl.2 freq. edg. lvl.1 lvl.2 lvl.3
0.42 3 3 0.12 3 1 2 0.03 7 1 2 4
0.15 4 4 0.04 4 1 3 0.02 5 1 2 2
0.15 1 1 0.04 7 3 4 0.01 8 1 2 4
0.10 2 2 0.03 9 3 6 0.01 8 1 2 5
0.09 4 3 0.02 6 2 4 0.01 1 1 0 0
0.06 5 4 0.02 10 3 6 < 0.01 9 1 2 5
0.01 6 4 0.01 8 3 4 < 0.01 6 1 2 3

< 0.01 6 4 0.01 5 1 3 < 0.01 36 4 8 12
< 0.01 3 2 0.01 11 3 7 < 0.01 8 1 2 4
< 0.01 5 3 0.01 8 3 5 < 0.01 13 3 4 6

Table A.5.: The ten most frequent k-disks in a sample of size 1 000 drawn from
road-pa uniformly at random.
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road-CA
1-disks 2-disks 3-disks

freq. edg. lvl.1 freq. edg. lvl.1 lvl.2 freq. edg. lvl.1 lvl.2 lvl.3
0.42 3 3 0.12 3 1 2 0.03 7 1 2 4
0.15 4 4 0.04 4 1 3 0.02 5 1 2 2
0.15 1 1 0.04 7 3 4 0.01 8 1 2 4
0.10 2 2 0.03 9 3 6 0.01 8 1 2 5
0.09 4 3 0.02 6 2 4 0.01 1 1 0 0
0.06 5 4 0.02 10 3 6 < 0.01 9 1 2 5
0.01 6 4 0.01 8 3 4 < 0.01 6 1 2 3

< 0.01 6 4 0.01 5 1 3 < 0.01 36 4 8 12
< 0.01 3 2 0.01 11 3 7 < 0.01 8 1 2 4
< 0.01 5 3 0.01 8 3 5 < 0.01 13 3 4 6

Table A.6.: The ten most frequent k-disks in a sample of size 1 000 drawn from
road-tx uniformly at random.
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